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Visual Analytics in Deep Learning Interrogative Survey Overview

Why would one want to use  
visualization in deep learning?

WHY

WHO
Who would use and benefit 
from visualizing deep learning?

What data, features, and relationships 
in deep learning can be visualized?

WHAT

How can we visualize deep learning 
data, features, and relationships?

HOW

WHEN
When in the deep learning 
process is visualization used?

WHERE
Where has deep learning 
visualization been used?



Application Domains & Models

A Vibrant Research Community

How can we visualize deep learning 
data, features, and relationships?

Model Developers & Builders

Model Users

Non-experts

During Training

After Training

What data, features, and relationships 
in deep learning can be visualized?

Why would one want to use  
visualization in deep learning?

?

Visual Analytics in Deep Learning Interrogative Survey Overview

WHY

Interpretability & Explainability

Debugging & Improving Models

Comparing & Selecting Models

Teaching Deep Learning Concepts

WHAT

Computational Graph & Network Architecture

Learned Model Parameters

Individual Computational Units

Neurons In High-dimensional Space

Aggregated Information

WHEN
When in the deep learning 
process is visualization used?

WHO
Who would use and benefit 
from visualizing deep learning?

HOW

Node-link Diagrams for Network Architecture

Dimensionality Reduction & Scatter Plots

Line Charts for Temporal Metrics 

Instance-based Analysis & Exploration

Interactive Experimentation

Algorithms for Attribution & Feature Visualization

WHERE
Where has deep learning 
visualization been used?
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WHO HOW
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Kahng, et al. 2018 TVCG

ActiVis Visual Exploration of Industry- 
Scale Deep Neural Network Models

Minsuk Kahng, Pierre Y. Andrews, Aditya Kalro, Polo Chau

Example



Non-experts

Teaching Deep Learning Concepts
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Interpretability & Explainability
Debugging & Improving Models
Comparing & Selecting Models

Model Users
Model Developers

Network Architecture
Learned Model Parameters
Individual Computational Units
Neurons In High-dimensional Space

Node-link Diagrams
Dimensionality Reduction & Scatter Plots

ActiVis Visual Exploration of Industry- 
Scale Deep Neural Network Models

Minsuk Kahng, Pierre Y. Andrews, Aditya Kalro, Polo Chau

Example



Non-experts

Teaching Deep Learning Concepts

Aggregated Information

Kahng, et al. 2018

Interpretability & Explainability
Debugging & Improving Models
Comparing & Selecting Models

Model Users
Model Developers

Network Architecture
Learned Model Parameters
Individual Computational Units
Neurons In High-dimensional Space

Node-link Diagrams
Dimensionality Reduction & Scatter Plots

ActiVis Visual Exploration of Industry- 
Scale Deep Neural Network Models

Minsuk Kahng, Pierre Y. Andrews, Aditya Kalro, Polo Chau

Example



Non-experts

Teaching Deep Learning Concepts

Aggregated Information

Kahng, et al. 2018

Interpretability & Explainability
Debugging & Improving Models
Comparing & Selecting Models

Model Users
Model Developers

Network Architecture
Learned Model Parameters
Individual Computational Units
Neurons In High-dimensional Space

Node-link Diagrams
Dimensionality Reduction & Scatter Plots

WHY
ActiVis Visual Exploration of Industry- 

Scale Deep Neural Network Models
Minsuk Kahng, Pierre Y. Andrews, Aditya Kalro, Polo Chau

Example
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Example

Non-experts

Teaching Deep Learning Concepts

Aggregated Information

Attribution & Feature Visualization

Kahng, et al. 2018

Interpretability & Explainability
Debugging & Improving Models
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Publication Venue

Non-experts

After Training

Teaching Deep Learning Concepts
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Attribution & Feature Visualization
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8 Survey Highlights
1. Model Interpretation
2. Expert Tool Focus
3. Instance-based Analysis
4. Expanding Audience

Research trends

Research directions 

5. Furthering Interpretability
6. Human-in-the-loop
7. Evaluating Explanations
8. Protecting Against Attacks



1. Model Interpretation

But… 
formal, agreed def. remains open 

internals, operations, mapping 
of data, or representation

Human understanding of…

Research Trend

3836 works support

model interpretation



2. Expert Tool Focus
Research Trend

3830 works designed for

model developers

3811 works designed for

non-experts

3x more work for developers



Neural networks

lack global explanations

3. Instance-based Analysis

Instance-based analysis

enables local explanations

Research Trend

3833 works use

instance-based analysis



4. Expanding Audience Note: list current as of early 2018.

Research Trend

Venue
TVCG IEEE Transactions on Visualization and Computer Graphics
VAST IEEE Conference on Visual Analytics Science and Technology
InfoVis IEEE Information Visualization
CHI ACM Conference on Human Factors in Computing Systems

VIS, HCI 
Conferences



NeurIPS Conference on Neural Information Processing Systems
ICML International Conference on Machine Learning
CVPR Conference on Computer Vision and Pattern Recognition
ICLR International Conference on Learning Representations

4. Expanding Audience Note: list current as of early 2018.

Research Trend

Venue

ML, DL 
Conferences



4. Expanding Audience

VADL IEEE VIS Workshop on Visual Analytics for Deep Learning
HCML CHI Workshop on Human Centered Machine Learning
IDEA KDD Workshop on Interactive Data Exploration & Analytics

ICML Workshop on Visualization for Deep Learning
WHI ICML Workshop on Human Interpretability in ML

NIPS Workshop on Interpreting, Explaining and Visualizing Deep Learning
NIPS Interpretable ML Symposium

FILM NIPS Workshop on Future of Interactive Learning Machines
ACCV Workshop on Interpretation and Visualization of Deep Neural Nets
ICANN Workshop on Machine Learning and Interpretability

Distill Distill: Journal for Supporting Clarity in Machine Learning
arXiv arXiv.org e-Print Archive

Note: list current as of early 2018.

Research Trend

Venue

Workshops

Online



4. Expanding Audience Note: list current as of early 2018.

Top venues highly value

open source

Research Trend



5. Furthering Interpretability

Attention

Research Direction

Das, Agrawal, et al. 2016

Q: What are they doing?
A: eating



5. Furthering Interpretability
Research Direction

Saliency
Smilkov, et al. 2017

Attention
Das, Agrawal, et al. 2016



5. Furthering Interpretability
Research Direction

Feature 
visualization

Olah, et al. 2017

Saliency
Smilkov, et al. 2017

Attention
Das, Agrawal, et al. 2016



5. Furthering Interpretability

Attention

Research Direction

Feature visualizationSaliency
Das, Agrawal, et al. 2016 Olah, et al. 2017Smilkov, et al. 2017



5. Furthering Interpretability

Distill
Journal for Supporting 
Clarity in Machine Learning

Research Direction



6. Human-in-the-loop

ML Model Visualization

Interactive Machine Learning Interactive Deep Learning

DL Model Visualization

?

Research Direction



7. Evaluating Explanations
Research Direction



7. Evaluating Explanations
More 

specific 
and costly

Doshi-Velez,

Kim. 2017

Research Direction

Evaluation Humans Tasks

Application-grounded Yes Real

Human-grounded Yes Simple

Functionally-grounded No Proxy



8. Protecting Against Attacks
Benign AttackedPerturbation

“panda” attack “gibbon”

+ =

Research Direction
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