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If you can’t explain it simply, you don’t understand it well enough.
Misattributed to Albert Einstein, adapted from Ernest Rutherford'

IBeautifully ironic, this quote has a disputed origin. While sometimes attributed to Richard Feynman due
to his affinity for teaching, an older attribution to Einstein originates from claims made by Louis de Broglie
in 1915. According to de Brogile, Einstein said something of this nature to him in Paris while they were both
there celebrating the 100th year anniversary of the discovery and publication of the wave nature of light. It is
of note, however, that there is no documented evidence surrounding what Einstein precisely said. Supposedly
they were in a bar, presumably drinking. Moreover, the earliest known credit formally given to Einstein did
not come until the early 1970s. In fact, the quote is likely actually adapted from an earlier, more colorful
quote by Ernest Rutherford. But, while Rutherford died in 1937, the earliest known formal credit for his
remark does not appear until the mid 1950s. In the end, these long delays reduce the trustworthiness of any
of these attributions.
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1.1

5.1

5.2

LIST OF TABLES

The publications (&) and interactive articles (I28) mapped to the thesis out-
line. Selecting a work’s title will navigate to a project page on the web.

Relevant visualization and Al venues ordered by: journals, conferences,
workshops, open access journals, and preprint repositories. Within each,
visualization venues precedes Al venues. . . . . . ... .. ... ... ..

Foundational deep learning terminology used in this survey, sorted by im-

b (13

portance. In a term’s “meaning” (last column), defined terms are italicized.
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An overview of my interdisciplinary research where I design and develop
interactive interfaces to machine learning interpretability at scale
and foreveryone. . . . . . . ... ...

This thesis is composed of three parts, each addressing one research ques-
tion. Each part is represented by one block with its research question, re-
search answer, and example works that map to the chapters of the thesis.
Selecting a block will link to its place in the document. . . . . . .. .. ..

GAMUT and TELEGAM are interactive visualization systems that allow
practitioners to interactively and scalably explain generalized additive mod-
els. We use GAMUT as a design probe to investigate the practice of machine
learning interpretability with practitioners at a Microsoft. From our find-
ings, we extend our work to TELEGAM that generates natural language ver-
balizations to complement explanatory visualizations for generalized addi-
tive models, and interactively links them through visual annotations.

A visual overview of our INTERROGATIVE SURVEY, and how each of the
six questions, “Why, Who, What, How, When, and Where,” relate to one
another. . . . . . . . ..

With SUMMIT, users can scalably summarize and interactively interpret
deep neural networks by visualizing what features a network detects and
howthey arerelated. . . . . ... ... ... ... ... ... ... ... .

An interactive article published on PARAMETRIC PRESS that discusses ma-
chine learning’s impact on society that includes descriptive text, interactive
graphics, data visualizations, bespoke animations, and live user-controlled
simulations. . . . .. ...
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2.1

3.1

3.2

33

4.1

A common, widely shared example illustrating how neural networks learn
hierarchical feature representations. Our work crystallizes these illustra-
tions by systematically building a graph representation that describe what
features a model has learned and how they are related. We visualize fea-
tures learned at individual neurons and connect them to understand how
high-level feature representations are formed from lower-level features. Ex.
taken from Yann LeCun, 2015. . . . . . . . . . . .. . ...

The GAMUT user interface tightly integrates multiple coordinated views.
(A) The Shape Curve View displays GAM shape functions as line charts,
and includes histograms of the data density for each feature. The charts can
be normalized to better compare the impact each shape function has on the
model. (I}) The Instance Explanation View displays a waterfall chart for
two data instances. Each chart encodes the cumulative impact each feature
has on the final prediction for one data instance. () The Interactive Table
displays the raw data in an interactive data grid where users can sort, filter,
and compute nearest neighbors for data instances. . . . . . . ... ... ..

Interacting with GAMUT’s multiple coordinated views together. (A)
Selecting the OverallQual feature from the sorted Feature Sidebar displays
its shape curve in the Shape Curve View. (B) Brushing over either ex-
planation for Instance 550 or Instance 798 shows the contribution of the
OverallQual feature value for both instances. (C) Notice these two houses
are similarly predicted ( and ), but for different reasons!

GAMUT subjective ratings. In a preliminary usability evaluation, partici-
pants thought GAMUT was easy to use and enjoyable. Of GAMUT’s mul-
tiple coordinated views, all were rated favorably. This also supports our
finding that both global and local explanations are valuable for understand-
ingamodel’sbehavior. . . . . .. ... oo oo

The TELEGAM user interface contains (A) a model selector and parameters
for the visualizations and verbalizations. (B) The Global Model View dis-
plays model feature-level verbalizations of GAM shape function charts that
describe a feature’s overall impact on model predictions. (C) The Local In-
stance View displays two data instance’s waterfall charts, an explanatory
visualization that shows the cumulative sum of the contribution each fea-
ture has on the final prediction. Alongside are instance-level verbalizations
that, when brushed, highlight in ) the corresponding marks of the
visualization that the verbalization refers to. (D) Settings to interactively
tune verbalization generation thresholds. . . . . . . ... ... ... ...
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4.2 In TELEGAM, brushing a model feature verbalization displays a tooltip
with features’ corresponding shape function charts, a common GAM visu-
alization. For example, here, the contribution of the linear-positive feature
LotArea on overall model predictions approximately constantly increases
as the feature value increases. . . . . . .. .. ...

4.3 TELEGAM supports an initial interactive affordance to realize the simplicity-
completeness explanation spectrum in an interface. As a user drags the
slider, the resolution of the natural language explanation updates from “brief”
to “detailed.” In the example above, the comparison summary for two in-
stances is shown at three different levels of explanation resolution, includ-
ing (A) brief, (B) default, and (C) detailed. . . . .. ... ... ......

5.1 A visual overview of our interrogative survey, and how each of the six ques-
tions, “Why, Who, What, How, When, and Where,” relate to one another.
Each question corresponds to one section of this survey, indicated by the
numbered tag, near each question title. Each section lists its major subsec-
tions discussed inthe survey. . . . . . .. ... L oL

5.2 Overview of representative works in visual analytics for deep learning.
Each row is one work; works are sorted alphabetically by first author’s last
name. Each column corresponds to a subsection from the six interrogative
QUESTIONS. . . v v v vt e e e e e e e e e e e e e e e e e e

5.3 ActiVis [39]: a visual analytics system for interpreting neural network re-
sults using a novel visualization that unifies instance- and subset-level in-
spections of neuron activations deployed at Facebook. . . . ... ... ..

5.4 Each point is a data instance’s high-dimensional activations at a particular
layer inside of a neural network, dimensionally reduced, and plotted in 2D.
Notice as the data flows through the network the activation patterns become
more discernible (left toright) [39]. . . . .. ... ... ... ... ..

5.5 TensorFlow Playground [75]: a web-based visual analytics tool for explor-
ing simple neural networks that uses direct manipulation rather than pro-
gramming to teach deep learning concepts and develop an intuition about
how neural networks behave. . . . ... ... ... 00000

5.6 Distill: The Building Blocks of Interpretability [70]: an interactive user

interface that combines feature visualization and attribution techniques to
interpret neural networks. . . ... .. Lo
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With Summit, users can scalably summarize and interactively interpret deep
neural networks by visualizing what features a network detects and how
they are related. In this example, INCEPTIONV 1 accurately classifies im-
ages of tench (yellow-brown fish). However, SUMMIT reveals surprising
associations in the network (e.g., using parts of people) that contribute to
its final outcome: the “tench” prediction is dependent on an intermediate
“hands holding fish” feature (right callout), which is influenced by lower-
level features like “scales,” “person,” and “fish”. (A) Embedding View
summarizes all classes’ aggregated activations using dimensionality reduc-
tion. (B) Class Sidebar enables users to search, sort, and compare all
classes within a model. (C) Attribution Graph View visualizes highly
activated neurons as vertices (“scales,” “fish””) and their most influential
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A high-level illustration of how we take thousands of images for a given
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SUMMARY

Data-driven paradigms now solve the world’s hardest problems by automatically learn-
ing from data. Unfortunately, what is learned is often unknown to both the people who train
the models and the people they impact. This has led to a rallying cry for machine learning
interpretability. But how we enable interpretability? How do we scale up explanations for
modern, complex models? And how can we best communicate them to people?

Since machine learning now impacts people’s daily lives, we answer these questions
taking a human-centered perspective by designing and developing interactive interfaces
that enable interpretability at scale and for everyone. This thesis focuses on:

(1) Enabling machine learning interpretability: User research with practitioners
guides the creation of our novel operationalization for interpretability, which helps tool
builders design interactive systems for model and prediction explanations. We develop
two such visualization systems, GAMUT and TELEGAM, which we deploy at Microsoft
Research as a design probe to investigate the emerging practice of interpreting models.

(2) Scaling deep learning interpretability: Our first-of-its-kind INTERROGATIVE
SURVEY reveals critical yet understudied areas of deep learning interpretability research,
such as the lack of higher-level explanations for neural networks. Through SUMMIT, an
interactive visualization system, we present the first scalable graph representation that sum-
marizes and visualizes what features deep learning models learn and how those features
interact to make predictions (e.g., InceptionNet trained on ImageNet with 1.2M+ images).

(3) Communicating interpretability with interactive articles: We use interactive ar-
ticles, a new medium on the web, to teach people about machine learning’s capabilities and
limitations, while developing a new interactive publishing initiative called the PARAMET-
RIC PRESS. From our success publishing interactive content at scale, we generalize and
detail the affordances of INTERACTIVE ARTICLES by connecting techniques used in prac-
tice and the theories and empirical evaluations put forth by diverse disciplines of research.

This thesis contributes to information visualization, machine learning, and more impor-
tantly their intersection, including open-source interactive interfaces, scalable algorithms,
and new, accessible communication paradigms. Our work is making significant impact in
industry and society: our visualizations have been deployed and demoed at Microsoft and
built into widely-used interpretability toolkits, our interactive articles have been read by

250,000+ people, and our interpretability research is supported by NASA.
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CHAPTER 1
INTRODUCTION

Some of the world’s hardest problems are now being solved by data-driven, machine learn-
ing (ML) approaches. This has revolutionized conventional computing paradigms where
people would author a function with exact and explicit rules that take in data as input to
produce output. In a data-driven paradigm, an algorithm instead learns a function and its
rules from pairs of input data and output examples. This change in problem solving has en-
abled us to master ancient board games, transform healthcare, co-create generative content,
and understand the universe.

Unfortunately, often what is learned is unknown to both the people who develop the
models and the people they impact. Research that audits machine learning technologies
has shown numerous examples of models placing people in danger while also encoding
and perpetuating societal biases. Examples include representing gender bias in facial anal-
ysis systems [1], propagating historical cultural stereotypes in text corpora into widely
used models [2], biasing recidivism predictions by race [3], and completely breaking down
given human-imperceptible adversarial attacks on computer vision applications such as au-
tonomous driving [4]. These problems are exacerbated twofold: (1) technologically, when
the most performant models suffer from hidden problems yet are transferred and applied in
dozens of other domains, and (2) societally, when unaware people lose agency to automa-
tion due to a lack of understanding of data-driven technologies that have rapidly spread to
nearly all aspects of our daily lives.

These problems have led to a rallying cry for machine learning interpretability: the
desire to understand what a machine learning model has learned and how it makes deci-
sions. Beyond understanding what a model may have learned to ensure the safety of people
interacting with artificially intelligent (Al) technologies, there are numerous benefits to
wielding interpretability [5]. These include ensuring models are fair to all people, build-
ing robust models that are protected against adversarial attacks and data drift, preserving
user agency when interacting with personalized agents, providing a good user experience
with data-driven technologies, helping understand our world through data-driven scientific
discovery, and simply knowing whether models are right for the right reasons.

But what is interpretability, what do people expect from it, and how to we enable it
in interactive systems and user interfaces? What do modern, complex models learn inside

their internal representations? And how can we best represent and communicate these
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Figure 1.1: An overview of my interdisciplinary research where I design and develop interactive
interfaces to machine learning interpretability at scale and for everyone.

models and their predictions to people? This dissertation presents new paradigms, methods,

and interactive interfaces that address these challenges.

1.1 Designing Machine Learning Interpretability for People

Through my diverse research experience at national laboratories, NASA, Microsoft Re-
search, and Apple over the past 5 years, it is clear that applying machine learning is a
people problem. People gather data and people annotate data. People build models and
people deploy models. People make decisions based on models and ultimately models im-
pact people. People are at the center of every stage of the machine learning development
process [6]. In other words, machine learning is inherently a human-centered problem,
where people constantly make design decisions regarding the task, data, and model. I ar-
gue interpretability should be no different. Therefore, this thesis studies machine learning
interpretability from a human-centered perspective.

It is of paramount importance to understand what machine learning systems learn to
help developers debug their models, practitioners apply machine learning appropriately,
and people understand how to interact with machine learning in their daily lives. Since
many different and diverse populations can benefit from interpretability, a deep understand-
ing of the users of such technology is needed to know how to represent and communicate

machine learning interpretability.



Interactive Scalable Interfaces for Machine Learning Interpretability

Operationalize interpretability

Interpretability

How to empower people to Vis + text for better explanations
interactively explain ML?

? ) SCALE . | INTERROGATIVE SURVEY Summarize interpretability vis
Interpretability

How to make sense of large data SUMMIT Higher-level explanations for neural networks
& understand complex models?

COMMUNICATE | ML LITERACY Interactive mediums & platforms
Interpretability

How to inform everyone about | INTERACTIVE ARTICLES Formalizing interactive communication
ML’s impact on their lives?
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1.2 Thesis Overview

To enable machine learning interpretability at scale for everyone, this thesis investigates
how to enable interpretability in practice (Part I), how to scale explanations to complex
models (Part IT), and how to communicate explanations to people through interactive arti-
cles and data visualizations (Part III). This thesis focuses on three complementary research
questions in Figure 1.2, which are mapped to their corresponding parts, answers, and ex-

ample works of this dissertation.

1.2.1 Part I: Enabling Machine Learning Interpretability

Building machine learning models is now common practice, but interpreting them is not.
Without good models and the right tools to interpret them, data scientists risk making de-
cisions based on hidden biases, spurious correlations, and false generalizations. This has
led to a rallying cry for model interpretability. Yet the concept of interpretability remains
nebulous, such that researchers and tool designers lack actionable guidelines for how to
incorporate interpretability into models and accompanying tools. What do model develop-

ers and data scientists expect and want from machine learning interpretability? How can
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Figure 1.3: GAMUT and TELEGAM are interactive visualization systems that allow practitioners to
interactively and scalably explain generalized additive models. We use GAMUT as a design probe
to investigate the practice of machine learning interpretability with practitioners at a Microsoft.
From our findings, we extend our work to TELEGAM that generates natural language verbalizations
to complement explanatory visualizations for generalized additive models, and interactively links
them through visual annotations.

we help practitioners understand their models and build interpretability into their machine

learning systems and interactive user interfaces?

GAMUT: Understanding How Data Scientists Understand Machine Learning (Chapter 3)

Through an iterative design process with expert machine learning researchers and prac-
titioners at Microsoft, we designed a visual analytics system, GAMUT (Figure 1.3A-B),
to explore how interactive interfaces could better support model interpretation [7]. Using
GAMUT as a probe, we investigated why and how practitioners interpret models, and how
interface affordances can support them in answering questions about model interpretabil-
ity. Our investigation showed that interpretability is not a monolithic concept: practitioners
have different reasons to interpret models and tailor explanations for specific audiences, of-
ten balancing competing concerns of simplicity and completeness. Participants also asked
to use GAMUT in their work, highlighting its potential to help practitioners understand
their own data. GAMUT has been deployed at Microsoft, demoed for executive leadership

at their internal TechFest, and incorporated into their open-source library InterpretML.

TELEGAM: Combing Visualization and and Verbalization for Interpretability (Chapter 4)

Although visualizations are a powerful tool to interpret models, depending on the complex-

ity of the model (e.g., number of features), interpreting these visualizations can be difficult
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and may require additional expertise. Alternatively, textual descriptions, or verbalizations,
can be a simple, yet effective way to communicate or summarize key aspects about a model,
such as the overall trend in a model’s predictions or comparisons between pairs of data in-
stances. With the potential benefits of visualizations and verbalizations in mind, we explore
how the two can be combined to aid machine learning interpretability. Specifically, we ex-
tend our work in GAMUT and present an interactive interface, TELEGAM (Figure 1.3C),
that demonstrates how visualizations and verbalizations can collectively support interactive
exploration of machine learning models, for example, generalized additive models [8]. We
discuss how TELEGAM can serve as a platform to conduct future studies for understanding

user expectations and designing novel interfaces for interpretable machine learning.

1.2.2 Part II: Scaling Deep Learning Interpretability

Deep learning has recently seen rapid development and significant attention due to its state-
of-the-art performance on previously-thought hard problems. However, because of the
internal complexity and nonlinear structure of deep neural networks, the underlying de-

cision making processes for these models are challenging and sometimes mystifying to
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Figure 1.5: With SUMMIT, users can scalably summarize and interactively interpret deep neural
networks by visualizing what features a network detects and how they are related.

understand. How can we equip people with tools for understanding when a model works
correctly, when it fails, and ultimately how to improve its performance? And since deep
neural networks often make predictions computed from millions of parameters that are op-
timized over millions of data instances, how do we ensure explanations for learned feature

representations capture higher-level model and dataset structure?

Visual Analytics in Deep Learning: An Interrogative Survey (Chapter 5)

We present a survey of the role of visual analytics in deep learning research (Figure 1.4),
which highlights its short yet impactful history and thoroughly summarizes the state-of-
the-art using a human-centered interrogative framework, focusing on the Five W’s and
How (Why, Who, What, How, When, and Where) [9]. We highlight research directions
and open research problems. This survey helps researchers and practitioners in both visual
analytics and deep learning to quickly learn key aspects of this young and rapidly growing

body of research, whose impact spans a diverse range of domains.

SUMMIT: Scaling Deep Learning Interpretability by Visualizing Activation and Attribution

Summarizations (Chapter 6)

From our survey, we identified that existing work on interpreting neural network predic-
tions for images often focuses on explaining predictions for single images or neurons. As
predictions are often computed from millions of weights that are optimized over millions

of images, such explanations can easily miss a bigger picture.



We present SUMMIT (Figure 1.5), an interactive system that scalably and systemati-
cally summarizes and visualizes what features a deep learning model has learned and how
those features interact to make predictions [10]. SUMMIT introduces two new scalable
summarization techniques: (1) activation aggregation discovers important neurons, and
(2) neuron-influence aggregation identifies relationships among such neurons. SUMMIT
combines these techniques to create the novel attribution graph that reveals and summa-
rizes crucial neuron associations and substructures that contribute to a model’s outcomes.
SUMMIT scales to large data, such as the ImageNet dataset with 1.2M images, and lever-
ages neural network feature visualization and dataset examples to help users distill large,
complex neural network models into compact, interactive visualizations. We present neu-
ral network exploration scenarios where SUMMIT helps us discover multiple surprising
insights into a prevalent, large-scale image classifier’s learned representations and informs
future neural network architecture design. The SUMMIT visualization runs in modern web

browsers, is open-sourced, and supported by a NASA PhD fellowship.

1.2.3 Part III: Communicating Interpretability with Interactive Articles

So far, these interfaces for interpretability focus on data literate people with machine learn-
ing expertise. But machine learning now impacts everyone, therefore it is important that
everyone knows how to use it, identify when it is wrong, and correct it. One of the most
important challenge is how to represent explanations without technical overhead or requir-
ing years of machine learning experience. How can we bring interpretability to everyone,
including those without technical expertise? How do we ensure the broader public under-
stands the capabilities and limitations of machine learning?

In contrast to traditional static media such as books and pictures, and moving media
such as movies and animations, interactive articles are a new medium for communication
that leverage the dynamic capabilities of the web to explain complex topics. These articles
are characterized by interleaving text and interactive widgets — often utilizing animations,
data visualizations, or simulations — that guide a reader through a primarily linear narra-
tive. Interactive articles are becoming popular on the web: newspapers publish interactive
articles that include dynamic graphics and visualizations; educators and technical commu-
nicators enrich text with interactions and multimedia in an effort to further engage their
students and readers. In practice, these articles, while still relatively rare, bring broad read-
ership, gain wide acclaim, and help educate people, but are difficult and time-consuming

to author and are distributed among different communities.
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Machine Learning Literacy: Interactive Articles in Practice (Chapter 7)

To help teach people about machine learning, we have written multiple interactive arti-
cles (Figure 1.6) on a diverse set of topics such as interpretability, fairness, and bias [11],
common data science techniques such as dimensionality reduction [12], and launched a
new open-source publishing initiative called PARAMETRIC PRESS to test these techniques
in the wild—while empowering authors to tell data-driven stories and create explorable
explanations [13]. PARAMETRIC PRESS provides an outlet to experiment with new inter-
faces that use interactivity, visualizations, and simulations to teach people about aspects
of machine learning. Our articles went viral, which allowed us to analyze thousands of
reader patterns to evaluate how this new medium is read and used in practice, a critical yet

underexamined aspect of publishing interactive content.

Communicating with Interactive Articles (Chapter 8)

We have shown that there is growing excitement for using interactive articles for machine

learning communication; however, since interactive articles are a new, highly flexible, and



expressive medium, there is little previous work for why they are useful and how they can
benefit readers. With our knowledge and experience from successfully publishing interac-
tive content at scale, we connect the dots between interactive articles such as ours and others
featured in popular media publications and the techniques, theories, and empirical evalu-
ations put forth by academic researchers across the fields of education, human-computer
interaction, information visualization, and digital journalism [14]. After describing the
affordances of interactive articles, we provide critical reflections from our own experience
with open-source, interactive publishing. We conclude with discussing practical challenges

and open research directions for authoring, designing, and publishing interactive articles.

1.3 Thesis Statement

A human-centered approach to designing and developing interactive interfaces for machine

learning interpretability helps researchers and practitioners:
1. interpretability within interactive systems for model explanation,
2. scale interpretability to deep neural network feature representations, and

3. communicate interpretability to inform people about machine learning’s capabili-

ties, limitations, and impact on our lives.

1.4 Research Contributions

This thesis makes research contributions to multiple fields, including interactive data vi-
sualization, machine learning, and more importantly their intersection to enable (Part I),

scale (Part I1), and communicate (Part III) machine learning interpretability.

First formulation of machine learning interpretability system design.

* Through user research with practitioners, our work represents the first operational-
ization of interpretability that defines a set of unique capabilities interactive inter-
pretability systems should support, and establishes a model for future investigations

on understanding how people use interpretability tools in practice (Chapter 3).

* Wedesign, develop, and deploy a cohesive collection of interactive systems, GAMUT
(Chapter 3), TELEGAM (Chapter 4), and SUMMIT (Chapter 6), that showcases how
our operationalization helps people understand models and their predictions across

multiple modalities, data types, and explanation mediums.



New interactive and scalable techniques for global model understanding.

* GAMUT (Chapter 3) and TELEGAM (Chapter 4) interactively combine global and
local explanations, commonly done separately, which not only give users the best of

both worlds but we show is essential to effectively enabling interpretability.

* Our INTERROGATIVE SURVEY (Chapter 5), the first comprehensive survey for vi-
sual analytics in deep learning, helps practitioners quickly learn key aspects of this

young and rapidly growing field.

* SUMMIT (Chapter 6) introduces two new aggregation algorithms to create attribution
graphs, the first scalable graph representation for understanding neural networks,
and combines feature visualization, graph visualization, and graph mining techniques

to interactively explore neural network feature representations for millions of images.

New paradigm for amplifying research dissemination and interactive communication.

* SUMMIT’s (Chapter 6) live demo and article amplify research dissemination and
engages people with state-of-the-art computing research while reducing the barrier

to entry.

* The viral success of PARAMETRIC PRESS (Chapter 7) exemplifies the power of the

web as a substrate for communicating complex ideas with dynamic media.

* Our work that connects the theory and practice of INTERACTIVE ARTICLES (Chap-
ter 8) is itself authored as an interactive article, the first work of its kind that demon-

strates interactive techniques alongside its discussion inline.

Open-source systems that broadens people’s access to interpretability.

* SUMMIT (Chapter 6) and TELEGAM (Chapter 4) are both open-sourced and acces-

sible without any installation via interactive web demos.

* PARAMETRIC PRESS (Chapter 7) and our INTERACTIVE ARTICLES (Chapter 8) are
also open-sourced, including every article, visualization component, and the pub-

lishing engine itself to allow authors to reuse templates for interactive articles.

1.5 Impact

Beyond the visualization and machine learning research communities, this thesis work has

made significant broader impact to industry and society:
* GAMUT (Chapter 3) has been deployed at Microsoft, was demoed for executive lead-
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ership at their internal TechFest, and has been incorporated into their open-source
interpretability toolkit InterpretML (2,900+ stars on Github).

* PARAMETRIC PRESS (Chapter 7) and our other interactive articles went viral, have
been read by 250,000+ people, helped students learn about machine learning con-
cepts, and have gathered acclaim for their mission and execution (e.g., multiple
Hacker News front page appearances, featured on Stack Overflow Blog, FastCom-

pany review).

* The designed and developed interactive interfaces for interpretability, with a focus on
SUMMIT (Chapter 6) have been invested in and recognized by a NASA Space Tech-
nology Research PhD Fellowship at the Jet Propulsion Lab, as well as a Microsoft
Al for Earth Award.

This dissertation contributes novel interactive techniques, scalable algorithms, and open-
source systems that enable machine learning interpretability at scale for everyone. Our
research advances our technical understanding of responsible data-driven decision making,
helps people uncover what machine learning models learn, and more importantly reinforces
machine learning as a technique to empower people, augmenting human intelligence and
decision-making. We hope our work will inspire and accelerate deeper engagement from
both the human-computer interaction and machine learning communities to further inno-

vate interactive interfaces for artificial intelligence.

1.6 Prior Publications and Authorship

While I am the principal author of the research included in this thesis, the research is
the result of years of collaboration with my PhD advisor, Duen Horng (Polo) Chau, as
well as many mentors and colleagues at Georgia Institute of Technology, Apple, Microsoft
Research, NASA Jet Propulsion Lab, and Pacific Northwest National Lab. To reflect my
collaborators’ contributions, I will use the first-person plural throught the thesis chapters.

The research in this thesis that has been published previously is listed in Table 1.1.
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Table 1.1: The publications (&) and interactive articles ([B3) mapped to the thesis outline. Selecting
a work’s title will navigate to a project page on the web.

Part I: Enabling Machine Learning Interpretability

& GAMUT: A Design Probe to Understand How Data Scientists Understand Machine
Learning Models. Fred Hohman, Andrew Head, Rich Caruana, Robert DeLine, Steven M.
Drucker. ACM Conference on Human Factors in Computing Systems (CHI), 2019 (Chap-
ter 3).

& TELEGAM: Combining Visualization and Verbalization for Interpretable Machine
Learning. Fred Hohman, Arjun Srinivasan, Steven M. Drucker. IEEE Visualization Con-
ference (VIS), 2019 (Chapter 4).

Part II: Scaling Deep Learning Interpretability

& Visual Analytics in Deep Learning: An Interrogative Survey for the Next Frontiers. Fred
Hohman, Minsuk Kahng, Robert Pienta, Duen Horng (Polo) Chau. /IEEE Transactions on
Visualization and Computer Graphics (TVCG). Berlin, Germany, 2018 (Chapter 5).

& SuMMIT: Scaling Deep Learning Interpretability by Visualizing Activation and Attri-
bution Summarizations. Fred Hohman, Haekyu Park, Caleb Robinson, Duen Horng (Polo)
Chau. IEEE Transactions on Visualization and Computer Graphics (TVCG). Vancouver,
Canada, 2020 (Chapter 6).

Part III: Communicating Interpretability with Interactive Articles

&, B Launching the PARAMETRIC PRESS. Matthew Conlen, Fred Hohman. Visualization
for Communication at IEEE VIS (VisComm). Vancouver, Canada, 2019 (Chapter 7).

The Myth of the Impartial Machine. Alice Feng, Shuyan Wu, Fred Hohman, Matthew
Conlen, Victoria Uren. The Parametric Press, Issue 01, 2019 (Chapter 7).

The Beginner’s Guide to Dimensionality Reduction. Matthew Conlen, Fred Hohman.
Workshop on Visualization for Al Explainability at IEEE VIS (VISxAI). Berlin, Germany,
2018 (Chapter 7).

&, Communicating with Interactive Articles. Fred Hohman, Matthew Conlen, Jeffrey
Heer, Duen Horng (Polo) Chau. Distill, 2020 (Chapter 8).
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CHAPTER 2
BACKGROUND AND RELATED WORK

2.1 Definitions of Interpretability

While existing definitions of interpretability center on human understanding, they vary
in the aspect of the model to be understood: its internals [15], operations [16], mapping
of data [17], or representation [18]. Hence, a formal, agreed upon definition remains
open [19, 20]. These discussions make a distinction between interpretability (synonymous
with explainability) and an explanation. An explanation is a collection of features from
an interpretable domain that relate a data instance to a model’s outcome [17, 18]. An ex-
planation can be truthful or deceptive, accurate or inaccurate, all with varying degrees of
success. Therefore, multiple explanations are often used to gain an ultimate interpretation
of a model. Miller argues that interpretability research should leverage the literature from
philosophy, psychology, and cognitive science for the history of how people define, gener-
ate, select, evaluate, and present explanations [21]. This discussion is echoed and expanded
upon in one of the few books solely dedicated to interpretability [22] In this thesis, we build
upon existing interpretability literature by using a human-centered approach to understand
why data scientists need interpretability, how they use it, and how human-computer inter-

action methods can help design interfaces to explain models.

2.1.1 Audience for Interpretability

Rather than considering interpretability as a monolithic concept, it may be more useful to
identify properties that Al systems should obey to ensure interpretability, such as simu-
latabilitiy, decomposability, and algorithmic transparency [20]. Recent work argues that
the sophistication and completeness of both interpretability and explanations depends on
the audience [15, 18]. Model builders may prefer global, aggregate model explanations;
whereas, model users may prefer local, specific decision examples. Both explanation
paradigms will impact the interpretability of a system. In GAMUT, we support both global
and local paradigms, and in its extension TELEGAM, we offer an interactive affordance
that allows users to dynamically update the resolution of a verbalization to tailor the level

of detail desired in explanation.
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2.1.2 Interpretability and AI Guidelines

The GDPR’s recent declaration of the “right to explanation” [23] has sparked discussion
for what this means in practice and what impact it will have on industry and research agen-
das [24]. While the updated version of the GDPR only requires explanation in limited
contexts, Al and policy scholars expect explanations to be important in future regulations
of Al systems [25]. Researchers have introduced a framework to turn the vague language
of the GDPR into actionable guidelines, which include (1) identifying the factors that went
into a decision, (2) knowing how varying a factor impacts a decision, and (3) comparing
similar instances with different outcomes [25]. However, within this framework an Al-
system need only satisfy one of the three above guidelines to be considered interpretable.
Other useful post-hoc techniques for explaining decisions have also been proposed, such
as using counterfactuals (that is, “What if”” questions [26]), textual explanations, visualiza-
tions, local explanations, and representative examples of data [20]. We add to this existing
work by contributing a list of capabilities that explainable interfaces should support to help
people interpret models.

As Al-based systems become more common in our daily lives, including personal
computing, large technology companies and industry research labs have recently released
guidelines on designing systems involving human-Al interaction. Most notably, Microsoft,
Google, and Apple have released guidelines that, while at times overlapping, each have a
different approach for helping different audiences designing with data and machine learn-

ing in mind. Below we briefly describe each.

Microsoft’s Guidelines for Human-AI Interaction In a research paper published a
ACM CHI 2019, Microsoft’s set of 18 ”Guidelines for Human-AlI Interaction” [27] were
derived using an extensive crowdsourced survey of over 168 potential guidelines originat-
ing from internal and external industry sources, public articles, and the academic literature.
These guidelines were then organized and combined to fit within a single structure with a
common style of “a rule of action, containing about 3-10 words and starting with a verb”
and are structured according to their relevance during a user’s interaction with an Al feature
or product. These primary stages are “initially, during interaction, when wrong, and over
time.” The work also reports on a user study with HCI practitioners in order to evaluate the

applicability and clearness of the guidelines.

Google’s People + AI Guidebook In an online book published in 2019, “Google’s Peo-
ple + Al Guidebook™ describes how to follow a human-centered approach to working with

Al based on “data and insights from Google product teams and academic research [28]”
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The categorization of guidelines used here are organized around the process of product de-
velopment, including considering user needs, data curation, accounting for mental models,
explainability and trust, user feedback and control, and how to gracefully handle errors.
Comparatively, these guidelines tend to be more prescriptive and detailed than others, of-

fering atomic examples that illustrate subtle points around building with machine learning.

Apple’s Human Interface Guidelines for Machine Learning Included in Apple’s es-
tablish Human Interface Guidelines during WWDC 2019, their Machine Learning guide-
lines are based upon long standing design principles used within the company to design
machine learning features and products [29]. Here the focus is almost entirely on user ex-
perience rather than Al development or functionality. These guidelines are divided into two
main themes, the inputs of a model, further subdivided into explicit and implicit feedback,
calibration, and corrections, and the outputs of a model, further subdivided into handling
mistakes, multiple options, confidence, attribution, and limitations. These guidelines aim
to help design the process by which machine learning products Each category of these sec-
tions aim to help design the processes by which learning products ask for, collect, use,
and apply user data and interactions, and how preserve agency within users by displaying

outputs that are understandable and actionable.

2.2 Visual Analytics for Machine Learning Interpretability

Previous work demonstrates that interaction between users and machine learning systems is
a promising direction for collaboratively sharing intelligence [30]. Since then, interactive
visual analytics has succeeded in supporting machine learning tasks [9, 5, 31, 32, 33].
Example tasks include interactive model debugging and performance analysis [34, 35, 36],
feature ideation and selection [37, 38], instance subset inspection and comparison [39,
40], model comparison [41], and constructing interpretable and trustworthy visual analysis
systems [42].

To address model interpretability, a burgeoning research field of explainable artificial
intelligence (Al) has emerged, whose general goal is to create and evaluate effective expla-
nations for model decisions to better understand what a model has learned [43]. Recently,
information visualization [44] has been used as an medium for explanation [9, 45, 31,
32]. This is a natural fit, since visualization and interactive visual analytics [46] excel at
graphical communication for complex ideas and meaningful summarization of information.
While model explanations come in many forms (e.g., textual, graphical), two primary yet

competing paradigms have emerged: global and local explanations. Global explanations
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roughly capture the entire space learned by a model in aggregate, favoring simplicity over
completeness. Conversely, local explanations accurately describe a single data instance’s
prediction.

Most visual analytics systems specifically supporting machine learning interpretability
do so on deep neural network models, a relatively newer trend. These systems are dis-
cussed in detail below. For non-neural network architectures, two visual analytics systems
in particular are related to our work on GAMUT. Prospector [47] and the What-If Tool [48]
use interactive partial dependence diagnostics and localized inspection techniques to allow
data scientists to understand the outcomes for specific instances. These partial dependency
charts are similar to the shape functions used in generalized additive models [22]. Both
systems support using counterfactuals and modifying feature values on data instances to
observe how changes could impact prediction outcome. In preliminary follow-up work,
researchers investigated the effectiveness of providing instance explanations in aggregate,
similarly identifying the distinction between global and local explanation paradigms [49].
We contribute to visual analytics literature by developing GAMUT, an interactive visualiza-
tion system used as a design probe to investigate how data scientists use global and local

explanation paradigms.

2.2.1 Complementing Visualizations with Verbalizations.

While visualizations are powerful tools to help people better understand ML models, they
may not be sufficient, and depending on a user’s background, they can also be challenging
to interpret. Recent work has begun to conjecture whether complementing visualizations
with verbalizations can enhance model explanations. For instance, Sevastjanova et al. [50]
present a design space discussing strategies for model explanation generation and presenta-
tion at the intersection of visualizations and verbalizations. In their design space, post-hoc
interpretability describes when an explanation uses the relationship between the input and
output of a model instead of the model’s inner mechanisms [51]. Specifically, following
a strategy similar to recent visualization tools that systematically extract “data facts” to
highlight potentially interesting observations in visualizations [52, 53, 54], in TELEGAM
we heuristically analyze the data associated with model-level and instance-level visualiza-
tions, and present them as textual statements alongside visualizations. In other words, we
adopt an overview and detail strategy [50] for generating explanations where visualiza-
tions are used to give an overview while the verbalizations highlight specific features or
trends. Furthermore, TELEGAM also interactively links visualizations and verbalizations,

supporting details-on-demand when presenting explanations [50].
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2.3 Human Evaluation for Machine Learning Interpretability

Human-centered machine learning recognizes that machine learning work is inherently hu-
man work and explores the co-adaptation of humans and systems [55]. Therefore, artificial
intelligence and machine learning systems should not only be developed with humans, but
evaluated by humans. Unfortunately, the intrinsic probabilistic nature of machine learn-
ing models makes evaluation challenging. A taxonomy of evaluation approaches for in-
terpretability includes application-grounded, human-grounded, and functionally grounded
evaluations [19]. Our work in GAMUT falls into a human-grounded evaluation. Other stud-
ies have investigated the effectiveness of different explanations, taking initial steps toward
identifying what factors are most important for providing human explanations [56]. An-
other study uses simulatability as the main task that human subjects perform to compare
the trust humans have in white-box and black-box linear regression models [57]. Using
human trust as a metric of evaluation for the effectiveness of explanations has also been
studied [18]. However, simulatability and trust may not be ideal metrics to base evalua-
tion on. An application-grounded evaluation for a pair of explainable machine learning
interfaces deployed in the wild on a fraud detection team found that different explana-
tion techniques yield widely varying results, yet are still considered reasonably valid and
useful [58]. This is troublesome when in the case of incongruency domain experts were
unaware of explanation disagreements and were eager to trust any explanation provided to
them [58].

2.4 Neural Network Interpretability

Typically, a neural network is given an input data instance (e.g., an image) and computes
transformations on this instance until ultimately producing a probability for prediction.
Inside the network at each layer, each neuron (i.e., channel) detects a particular feature
from the input. However, since deep learning models learn these features through train-
ing, research in interpretability investigates how to make sense of what specific features a
network has detected. We provide an overview of existing activation-based methods for
interpretability, a common approach to understand how neural networks operate internally

that considers the magnitude of each detected feature inside hidden layers.

24.1 Understanding Neuron Activations

Neuron activations as features for interpretable explanations. There have been many

approaches that use neuron activations as features for interpretable explanations of neural
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Figure 2.1: A common, widely shared example illustrating how neural networks learn hierarchical
feature representations. Our work crystallizes these illustrations by systematically building a graph
representation that describe what features a model has learned and how they are related. We visu-
alize features learned at individual neurons and connect them to understand how high-level feature
representations are formed from lower-level features. Ex. taken from Yann LeCun, 2015.

network decisions. TCAV vectorizes activations in each layer and uses the vectors in a
binary classification task for determining an interpretable concept’s relevance (e.g., striped
pattern) in model’s decision for a specific class (e.g., zebra) [59]. Network Dissection [60]
and Net2Vec [61] propose methods to quantify interpretability by measuring alignment be-
tween filter activations and concepts. ActiVis visualizes activation patterns in an interactive
table view, where the columns are neurons in a network and rows are data instances [39].
This table unifies instance-level and subset-level analysis, which enables users to explore
inside neural networks and visually compare activation patterns across images, subsets, and

classes.

Visualizing neurons with their activation. Instead of only considering the magnitude
of activations, another technique called feature visualization algorithmically generates syn-
thetic images that maximize a particular neuron [62, 63, 64, 65, 66, 67]. Since these feature
visualizations optimize over a single neuron, users can begin to decipher what feature a
single neuron may have learned. These techniques have provided strong evidence of how
neural networks build their internal hierarchical representations [68]. Figure 2.1 presents
widely shared examples of how neural networks learn hierarchical features by showing
neuron feature visualizations. It is commonly thought that neurons in lower layers in a
network learn low-level features, such as edges and textures, while neurons in later layers
learn more complicated parts and objects. In our work, we crystallize this belief in SUM-
MIT by leveraging feature visualization to identify what features a model has detected, and

how they are related.
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2.4.2 Towards Higher-level Deep Learning Interpretation

It is not uncommon for modern, state-of-the-art neural networks to contain hundreds of
thousands of neurons; visualizing all of them is ineffective. To address this problem, sev-
eral works have proposed to extract only “important” neurons for a model’s predictions [67,
69, 70]. For example, Blocks, a visual analytics system, shows that class confusion patterns
follow a hierarchical structure over the classes [71], and Activation Atlases, large-scale di-
mensionality reductions, show many averaged activations [67]. Both visualizations reveal
interesting properties of neural networks. However, they either (1) consider activations in-
dependent of their learned connections, (2) depend on randomized sampling techniques, or
(3) are computationally expensive. SUMMIT addresses these issues by: (1) combining both
activations and relationships between network layers, as only knowing the most important
neurons is not sufficient for determining how a model made a prediction—the relation-
ships between highly contributing neurons are key to understanding how learned features
are combined inside a network; (2) leveraging entire datasets; and (3) integrating scalable
techniques.

Since feature visualization has shown that neurons detect more complicated features
towards a network’s output, it is reasonable to hypothesize that feature construction is the
collaborative combination of many different features from previous layers [72, 60, 61].
Our visualization community has started to investigate this hypothesis. For example, one
of the earlier visual analytics approaches, CNNVis, derives neuron connections for model
diagnosis and refinement, but did not scale to large datasets with many classes [73]. In the
context of adversarial machine learning, AEVis uses backpropagation to identify where in
a network the data paths of a benign and attacked instance diverge [69]. AEVis demon-
strates its approach on single and small sets of images; it is unclear how the approach’s
integral approximation optimization techniques scale to large, entire datasets, such as Im-
ageNet. Another example, Building Blocks, proposes to use matrix factorization to group
sets of neurons together within a layer and derive “compatible” neuron groups across lay-
ers [70]; however, the work suggests uncertainty in the proposed formulation. Our work
draws inspirations from the above important prior research in neural network visualiza-
tion. Our method introduced in SUMMIT makes advances to scale to large million-image
datasets, providing new ways to interpret entire classes (vs. single-image explanations) by

aggregating activations and influences across the model.
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2.4.3 Visual Analytics for Neural Network Interpretability

To better facilitate interpretability, interactive visual analytics solutions have been proposed
to help different user groups interpret models using a variety of interactive and visualization
techniques. Predictive visual analytics supports experts conducting performance analysis
of machine learning models by visualizing distributions of predicted instances, computing
feature importance, and directly inspecting model and instance errors to support debug-
ging [74, 31,7, 35, 34]. Interactive visualization for explaining models to non-experts using
direct manipulation has also seen attention due to the pervasiveness of machine learning in
modern society and general interest from the public [75, 76, 77]. In Chapter 5, we present a
first-of-its-kind survey of the role of visual analytics in deep learning that details dozens of
systems using an interrogative structure [9]. This survey helps researchers and practitioners
in both visual analytics and deep learning to quickly learn key aspects of this young and

rapidly growing body of research, whose impact spans a diverse range of domains.
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PART I

ENABLING MACHINE LEARNING
INTERPRETABILITY
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Overview

Today, people excitedly apply machine learning to solve challenging and important prob-
lems that impact society at large. Knowing how these systems make decisions is fundamen-
tal to their fair, safe, and responsible use. While the broader community loosely describe
this notion as machine learning interpretability, unfortunately there is no precise definition
for what it means for a machine learning system to be interpretable. We argue this should
not stop people from understanding how models make predictions and behave. Instead, we
seek to enable machine learning interpretability through an operationalization to help
practitioners better understand their models.

Part I begins by describing GAMUT (Chapter 3), a novel interactive visualization in-
terface that instantiates our machine learning interpretability operationalization and inves-
tigates the emerging practice of interpretability with professional machine learning devel-

opers. This chapter is adapted from work that was published and appeared at CHI 2019 [7].

GAMUT: A Design Probe to Understand How Data Scientists Understand
Machine Learning Models. (&' Fred Hohman, Andrew Head, Rich Caruana,
Robert DeLine, Steven M. Drucker. ACM Conference on Human Factors in
Computing Systems (CHI), 2019.

Through our study, we find that depending on the complexity of the model (e.g., num-
ber of features), interpreting these visualizations can be difficult and may require additional
expertise. Alternatively, textual descriptions, or verbalizations, can be a simple, yet effec-
tive way to communicate or summarize key aspects about a model, such as the overall trend
in a model’s predictions or comparisons between pairs of data instances. With the potential
benefits of visualizations and verbalizations in mind, we extend GAMUT to another novel
interface, TELEGAM (Chapter 4), to explore how the two can be combined to aid ma-
chine learning interpretability. This chapter is adapted from work that was published and
appeared at VIS 2019 [8].

TELEGAM: Combining Visualization and Verbalization for Interpretable Ma-
chine Learning. @' Fred Hohman, Arjun Srinivasan, Steven M. Drucker. [EEE
Visualization Conference (VIS), 2019.
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CHAPTER 3
GAMUT: UNDERSTANDING HOW DATA SCIENTISTS
UNDERSTAND MACHINE LEARNING

Without good models and the right tools to interpret them, data scientists risk making de-
cisions based on hidden biases, spurious correlations, and false generalizations. This has
led to a rallying cry for model interpretability. Yet the concept of interpretability remains
nebulous, such that researchers and tool designers lack actionable guidelines for how to
incorporate interpretability into models and accompanying tools. Through an iterative de-
sign process with expert machine learning researchers and practitioners, we designed a
visual analytics system, GAMUT, to explore how interactive interfaces could better support
model interpretation. Using GAMUT as a probe, we investigated why and how professional
data scientists interpret models, and how interface affordances can support data scientists
in answering questions about model interpretability. Our investigation showed that inter-
pretability is not a monolithic concept: data scientists have different reasons to interpret
models and tailor explanations for specific audiences, often balancing competing concerns
of simplicity and completeness. Participants also asked to use GAMUT in their work, high-

lighting its potential to help data scientists understand their own data.

3.1 Introduction

With recent advances in machine learning [78, 79, 80, 81], people are beginning to use MLL
to address important societal problems like identifying and predicting cancerous cells [82,
83], predicting poverty from satellite imagery to inform policy decisions [84], and locating
buildings that are susceptible to catching on fire [85, 86]. Unfortunately, the metrics by
which models are trained and evaluated often hide biases, spurious correlations, and false
generalizations inside complex, internal structure. These pitfalls are nuanced, particularly
to novices, and cannot be diagnosed with simple quality metrics, like a single accuracy
number [87]. This is troublesome when ML is misused, with intent or ignorance, in situ-
ations where ethics and fairness are paramount. Lacking an explanation for how models
perform can lead to biased and ill-informed decisions, like representing gender bias in fa-
cial analysis systems [1], propagating historical cultural stereotypes in text corpora into
widely used Al components [2], and biasing recidivism predictions by race [3]. This is the

problem of model interpretability.
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Although there is no formal, agreed upon definition of model interpretability [20],
existing research focuses on human understanding of the model representation [15, 17,
16, 21, 18]. Government policy makers are also joining the discussion through the recent
General Data Protection Regulation (GDPR) requirements [23]. Articles 13 and 22 state
a “right to explanation” for any algorithm whose decision impacts a person’s legal status
[23]. Within the newly risen explainable artificial intelligence field, tools for interpretability
have used information visualization [44] as an medium for explanation [9, 45, 31, 32] since
they excel at graphical communication for complex ideas and meaningful summarization
of information [46]. When considering what to visualize, two competing paradigms have
emerged: global and local explanations. Global explanations roughly capture the entire
space learned by a model in aggregate, favoring simplicity over completeness. Conversely,
local explanations accurately describe a single data instance’s prediction.

In this work, we take a human-centered approach to studying model interpretability.
Through an iterative design process with expert machine learning researchers and practi-
tioners at a large technology company, we designed GAMUT, an interactive visual analytics
system for model exploration that combines both global and local explanation paradigms.
Using GAMUT as a probe into interpretability, we conducted a user study to investigate why
and how data professional data scientists interpret models and how interface affordances
support data scientists in answering question about model interpretability. In designing
our probe, we sought a balance between low graphicacy skills needed to learn about the
model and a high level of accuracy so that users of the probe would trust its predictions
were accurate and realistic. Therefore, we ground our research on a class of models, called
generalized additive models (GAMs) [88], that perform competitively to state-of-the-art
models yet contain a relatively simple structure [5, 89, 90, 91]. The study included 12
professional data scientists with ranging levels of expertise in machine learning. Our inves-
tigation shows that interpretability is not a monolithic concept: data scientists have different
reasons to interpret models and tailor explanations for specific audiences, often balancing
the competing concerns of simplicity and completeness. We also observed that having
a tangible, functional interface for data scientists helped ground discussions of machine
learning interpretability. Participants also asked to use GAMUT in their work, highlighting
its potential to help data scientists understand their own data. In this work, our contributions

include:

* A human-centered operationalization of model interpretability. We contribute
a list of capabilities that explainable machine learning interfaces should support to

answer interpretability questions.
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* An interactive visualization system for generalized additive models (GAMs).
GAMUT, an interactive visualization system built for exploring and explaining GAMs,

iteratively designed with machine learning professionals.

* A design probe evaluation with human subjects. Results from a user study with
professional data scientists using GAMUT as a design probe for understanding inter-

pretability.

We hope the lessons learned from this work help inform the design of future interactive
interfaces for explaining more kinds of models, including those with natural global and
local explanations (e.g., linear regression, decision trees), as well as more complex models

(e.g., neural networks).

3.2 Design Rationale

3.2.1 A Technology Probe for Model Interpretability

A technology probe is an “instrument that is deployed to find out about the unknown—
returning with useful or interesting data,” and should balance three broad goals: design:
inspire reflection on emerging technologies; social science: appreciate needs and desires
of users; and engineering: field-testing prototypes [92]. Technology probes are a common
approach for contextual research in human-computer interaction that invite user participa-
tion [93, 94].

While building and deploying ML models is now a standard software practice, inter-
preting models is not. We therefore use a technology probe to understand this emerging

practice, balancing these three goals:

» Engineering: we iteratively developed an explainable interface that works on real

data and models.

* Social science: we used qualitative methods for data collection to learn about data
scientists’ behavior during an in-lab user study and quantitative measures for a pre-

liminary usability assessment.

* Design: the visualization prototype inspired participants to reflect on interpretability

and how they use it in their own work.
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3.2.2 Assessing the Probe’s Features

We took two approaches to design a visualization system to probe machine learning inter-
pretability. First, we performed a literature survey to compare the many definitions of what
makes a machine learning model interpretable. We focused on recent work that postulates
interactive explanations will be key for understanding models better, as summarized in ??.
Second, we conducted a formative study through a series of interviews with both machine
learning researchers and practitioners to gather questions a user should be able to ask a
machine learning model or Al-powered system. The participants included 4 senior ML
researchers and 5 ML practitioners (3 female and 6 male), who were recruited based on
their expertise in ML and their interest in ML interpretability. Together, we synthesized
our findings into the following list of capabilities that an explainable machine learning in-
terface should support. While there is no guarantee of completeness, we, the authors and
participants, find this list to be effective for operationalizing interpretability in explainable
ML interfaces. Each capability provides an example interpretability question, which all

reference a real-estate model that predicts the price of homes given the features of a house.

C1. Local instance explanations. PREDICTION
Given a single data instance, quantify each feature’s contribution to the prediction.
Example: Given a house and its predicted price of $250,000, what features con-

tributed to its price?

C2. Instance explanation comparisons. PREDICTION
Given a collection of data instances, compare what factors lead to their predictions.
Example: Given five houses in a neighborhood, what distinguishes them and their

prices?

C3. Counterfactuals. PREDICTION
Given a single data instance, ask “what-if” questions to observe the effect that modi-
fied features have on its prediction.
Example: Given a house and its predicted price of $250,000, how would the price
change if it had an extra bedroom?
Example: Given a house and its predicted price of $250,000, what would I have to
change to increase its predicted price to $300,000?

C4. Nearest neighbors. DaTa
Given a single data instance, find data instances with similar features, predictions, or
both.

26



Example: Given a house and its predicted price of $250,000, what other houses have
similar features, price, or both?
Example: Given a house and a binary model prediction that says to “buy”, what is

the most similar real home that the model predicts “not to buy”?

CS5. Regions of error. MODEL
Given a model, locate regions of the model where prediction uncertainty is high.
Example: Given a house price prediction model trained mostly on older homes rang-
ing from $100,000 - $300,000, can I trust a model’s prediction that a newly built
house costs $400,000?

Cé6. Feature importance. MODEL
Given a model, rank the features of the data that are most influential to the overall
predictions.
Example: Given a house price prediction model, does it make sense that the top three

most influential features should be the square footage, year built, and location?

3.2.3 Selecting the Probe’s Model Class

Given the set of capabilities we uncovered during our formative study, our probe should

work with a class of ML models having many ideal characteristics:

* The model should have a simple enough structure to allow the user to see the model

globally.

* Understanding the model’s computation should require average math skills, to sup-

port non-expert users.

» Similarly, visualizing the model’s structure should require average graphicacy, i.e.,

data visualization literacy.

* The model should be compositional, so that the effect of features can be understood

in isolation.
* The model should have high accuracy, so that deploying it is realistic.

Of course, no single class of model can be optimal for all these attributes [43]. For example,
simpler models, like linear regression and decision trees, have simple global structure, but
suffer from poor accuracy; more complex models, like deep neural networks, achieve su-

perior performance at the cost of complex structure and lack of clear compositionality [89,
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24, 18]. Our choice of model for the probe therefore represents a compromise among these
criteria.

In essence, we sought a balance between low graphicacy skills needed to learn about
the model and a high level of accuracy so that users of the probe would trust its predictions
were accurate and realistic. One particular model class, the generalized additive model
(GAM) [88], has recently attracted attention in the ML community. Thanks to modern
ML techniques such as boosting [95], GAM performance on predictive tasks on tabular
data competes favorably with more complex, state-of-the-art models, yet GAMs remain
intelligible and more expressive than simple linear models [89, 90, 91]. Understanding a
GAM requires only the ability to read a line chart. A GAM has a local explanation similar
to linear regression, but also lends itself to a global explanation (shape function charts,
described later), which other models lack; this allows us to test the relative value users
place on having global understanding versus a purely local understanding of a model.

GAMs are a generalization of linear models. To illustrate the difference, consider a
dataset D = {(x;,v;)}" of N data points, where x; = (x;;,x,, ..., xi) is a feature vector with
M features, and y; is the target, i.e., the response, variable. Let x; denote the jth variable in

feature space. A typical linear regression model can then be expressed mathematically as:

y=Bo+ Pixi + Poxo+ -+ Pnxy

This model assumes that the relationships between the target variable y; and features x;
are linear and can be captured in slope terms [, 3, ..., By. If we instead assume that the
relationship between the target variable and features is smooth, we can write the equation
for a GAM [88]:

y=PBo+f1(x1)+ falx2) + -+ + fn(xn)

Notice here that the previous slope terms 31, 3, . .., By have been replaced by smooth,

. In both models [ is the model intercept, and the relationship between

the target variable and the features is still additive; however, each feature now is described

by one shape function /; that can be nonlinear and complex (e.g., concave, convex, or
“bendy”) [96].

Since each feature’s contribution to the final prediction can be understood by inspecting
the shape functions /;, GAMs are considered intelligible [89]. In this work, we omit the
details of how to train GAMs, mean center shape functions, and distinguish their regres-
sion and classification versions, which are covered in the literature [97, 98, 90, 91]. We also
note that GAM shape function charts differ from partial dependency (PD) [99] used in [47,

48]. PD assumes that features are uncorrelated, and PD averages over the other features not
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Figure 3.1: The GAMUT user interface tightly integrates multiple coordinated views. (A) The
Shape Curve View displays GAM shape functions as line charts, and includes histograms of the
data density for each feature. The charts can be normalized to better compare the impact each shape
function has on the model. () The Instance Explanation View displays a waterfall chart for two
data instances. Each chart encodes the cumulative impact each feature has on the final prediction
for one data instance. (C) The Interactive Table displays the raw data in an interactive data grid
where users can sort, filter, and compute nearest neighbors for data instances.

included in the chart. Therefore, PD only captures the effect of modifying one feature in-
dependent of the others, whereas GAM shape function charts, which are trained in parallel,
are effectively the entire model—predictions are made by summing values from all charts
together and take into account correlation among features to prevent multiple counting of
evidence. All together, this makes GAMs uniquely suited as a model that maximizes our

previous criteria and ties global and local explanations closely together.

3.3 GAMUT

Given the capabilities described in Section 3.2, we present GAMUT, an interactive visu-
alization system that tightly integrates three coordinated views to support exploration of
GAMs (Figure 3.1): the Shape Curve View (A); the Instance Explanation View (B); and
the Interactive Table (C). To explain these views, we use an example real-estate model that

uses a house’s features to predict its sale price in US dollars. The three views show different
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aspects of a user-selected instance, in this case a chosen house. Throughout the description

we link features to the capabilities (C1)—(C6) that the features support.

3.3.1 Shape Curve View

The Shape Curve View displays each feature’s shape function as a line chart (Figure 3.1A).
The user can choose which features are displayed through the Feature Sidebar (Figure 3.2A):
an ordered list the features of the data, sorted by importance to the model (C6). We will
first describe the encoding for one shape function chart. Consider the OverallQual feature
and its shape function chart (Figure 3.2B). This chart shows the impact that the Overal-
[Qual feature has on the overall model predictions (C6). The x-axis is the dimension of
the feature, in this case, a rating of the house’s overall material and finish quality, between
2 and 10; the y-axis is the contribution of the feature to the output of a prediction, in this
case, US dollars. The chart shows that having a rating of 9 adds $50,000 to the predicted
price, for example. Below the x-axis is a histogram of the data density for the dimension.
This is useful for determining how many data points exists in a particular part of feature
space (CS), e.g., in Figure 3.2B, we see that most houses have a OverallQual of 5 to 8.
The selected instance’s specific feature values are shown as amber points on the shape
function charts (C1). A data instance has one value for every feature, i.e., one amber
point on each shape function chart, which shows where the selected instance is located
in the global model (CS). The color of the line for each shape function encodes the final
predicted value if we were to vary the selected amber point’s value to all other possible
values. This is reinforced when a user brushes over a line chart: a new point, colored by its
final prediction, is shown on the shape function curve, while projected crosshairs track with
the mouse cursor, enabling users to ask interactive counterfactuals for any feature (C3).
Since the Shape Curve View shows multiple shape function charts at once, we provide
a Normalize toggle for accurate comparison. Turning Normalize on plots all the shape
functions on a common scale, allowing visual comparison of the features’ different degrees
of impact on the predictions. Charts with high slopes indicate more impact on predictions,
whereas charts with relatively flat lines contribute only a little (C6). Turning off Normalize

plots each chart on its own scale, emphasizing the shape of low-impact (flat) features.

3.3.2 Instance Explanation View

The Instance Explanation View shows a visualization of individual instance predictions
(Figure 3.1B) (C1). A GAM converts each feature value of a data instance into its direct

contribution on the final prediction. Since GAMs are additive models, to obtain a prediction
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Figure 3.2: Interacting with GAMUT’s multiple coordinated views together. (A) Selecting the
OverallQual feature from the sorted Feature Sidebar displays its shape curve in the Shape Curve
View. (B) Brushing over either explanation for Instance 550 or Instance 798 shows the contribution
of the OverallQual feature value for both instances. (C) Notice these two houses are similarly
predicted ( and ), but for different reasons!

for a single data instance with M features, we compute the amount each feature contributes
to the total prediction and add them all up. We also add the intercept (the average predicted
value for the dataset), for a total of M + 1 values. The Instance Explanation View shows
these M + 1 values as a waterfall chart (C1). The x-axis is a categorical axis of all the
features, and the y-axis is the final prediction. These values can be positive or negative,
as indicated by the dark and light gray shades of each of piece of the waterfall chart. The
x-axis is sorted by the absolute value of each feature’s contribution; the leftmost values
drive the majority of the overall prediction. For example, consider the waterfall chart in
Figure 3.2C for Instance 550. From the colored tag, we see this house was predicted as
costing . We also see the first three features greatly reduce the price of the house
(three dark gray rectangles), but the next four increase the price. Another interesting char-
acteristic is the long tail of features towards the end of the waterfall chart; a single feature
value hardly contributes to the over prediction alone, but together the small contributions
account for a non-trivial amount of the final prediction.

The Instance Explanation View also allows easy comparison of multiple instances (Fig-
ure 3.2C). The first chart is the selected instance, which is pinned to the interface. This
selected instance’s values are the same amber dots in the Shape Curve View. The second
chart visualizes a different instance that updates as the user brushes over a different data
instance from the Interactive Table, described in the next subsection. Since two instance
predictions could have a different x-axis ordering, we impose the ordering of the selected

instance on the second instance. Combined with automatically normalizing both y-axes for
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the two waterfall charts, this enables direct comparison of both waterfall charts (C2).
Brushing over either waterfall chart provides several cues to aid comparison: a tooltip
with the exact feature value and GAM contribution for both waterfall charts (Figure 3.2C)
(C1); highlights in the corresponding shape function charts in the Shape Curve View; and
plotting both points on the shape function charts (Figure 3.2B) (C2). The two instances,
i.e., houses, shown in Figure 3.2C are close in predicted price,
( and ), and have similar shapes in their waterfall charts. However,
Instance 550 has an OverallQual of 8 which adds to the prediction cost; whereas,
Instance 798 has a OverallQual of 6 which reduces the cost . While a few other
values must differ to make up for this particular difference, we have found two houses that

are predicted with similar prices, but achieve those prices by different means (C4).

3.3.3 Interactive Table

The Interactive Table is a scrollable data grid of the raw data used to train the model (Fig-
ure 3.1C). The rows of the data grid are individual data instances, and the columns are the
features, plus five additional columns on the left: Instance ID; Actual value (or label) of the
data instance; Predicted value (or label) of the data instance; Difference between actual and
predicted value; and Nearest Neighbor Distance from the selected instance. The column
headers provide familiar data grid features, like resizing, sorting, and filtering columns.

Brushing over a row in the Interactive Table updates the second waterfall chart in the In-
stance Explanation View and normalizes both waterfall charts to ensure direct comparison
between the two visualized instances is accurate (C2). Brushing over a row also plots that
instance’s values on the Shape Curve View as gray points to compare against the selected
instance’s amber points described above (C2).

3.3.4 Implementation

GAMUT is a client-side web app, using D3 [100] for visualization and :ag-Grid1 for the data
grid. We pre-train our GAMs in Python using the pyGAM [98] package. pyGAM uses
splines to fit the GAM shape curves; however, more advanced techniques exist for training
GAMS as cited in Section 3.2.

"https://www.ag-grid.com/
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3.4 User Study

We used GAMUT as a design probe during an in-lab study to understand how data scientists
understand machine learning models and answer interpretability questions. We aimed to

answer the following research questions:

RQ1. Why do data scientists need interpretability and how do they answer interpretability

questions?
RQ2. How do data scientists use global explanations and local explanations?

RQ3. How does interactivity play a role in explainable machine learning interfaces?

3.4.1 Participants

We invited 200 randomly selected professional data scientists at a large technology com-
pany and received 33 replies (17% response rate). We selected 12 participants (7 female,
5 male), all with bachelor’s degrees, 6 with graduate degrees. Half of the participants had
only 1 year of experience with ML, while the other half had at least 3 years, with two
participants having more than 5 years. One participant uses ML on a daily basis, five on
a weekly basis, while the other six use ML less often. Ten of the participants reported
they use visualization in their work, mostly dashboard-style analytics. Nine participants
reported using tabular data in their own work. Six of participants reported that they have
used explanations for models before; five said their explanations were static, with only
one reporting their explanation being interactive. We compensated participants with a $25

Amazon Gift card.

3.4.2 Study Design

The study duration was 112-hours per participant. To start, each participant signed a consent
form and filled out a background questionnaire. The session then consisted of a GAMUT
tutorial, with a model that predicts the price of 1,000 diamonds, based on 9 features.
Participants thought aloud while using GAMUT to explore two models, one regression
and one binary classification. Participants were free to choose one of three regression
models that predict: the price of 506 houses in Boston, Massachusetts, based on 13 features
(6 chose this); the price of 1,119 houses in Ames, lowa, based on 36 features (5 chose this);
or the quality of 1,599 wines, based on 11 features (1 chose this). Similarly, participants
were free to choose one of three binary classification models that predict: the survival of

712 Titanic passengers, based on 7 features (4 chose this); heart disease in 261 patients,

33



based on 10 features (5 chose this); or diabetes in 392 patients, based on 8 features (2
chose this).

Once a participant chose a dataset, we provided them with the feature names and their
textual descriptions. We then gave them 5 minutes to brainstorm their own hypotheses
about the model, using their own intuition. We then allowed them to use GAMUT to ex-
plore the model, guided by a list of questions we provided (=10 per dataset) that exercise
GAMUT’s capabilities, ordered so that adjacent questions test different capabilities. All
participants completed all the questions for one model in the allotted time, around 15 min-
utes. If they had not already addressed their initial questions, we returned to them to see
if they were able to after. We then repeated this process for the second dataset. Each ses-
sion ended with a usability questionnaire and an exit interview that asked participants to
reflect on their process of explaining ML models in their own work, their process of using
GAMUT, and if GAMUT could be useful for them.

3.5 Results

Every participant was successful at answering both their own and our prepared questions
about the different models, despite being new to GAMs and GAMUT. We also observed
that having a tangible, functional interface for data scientists helped ground the discussion
of interpretability. In the following sections we summarize the results from our study, both

during the participant usage of GAMUT and the conversations during the exit interviews.

3.5.1 RQ1: Reasons for Model Interpretability

Hypothesis generation. As participants used GAMUT, they constantly generated hy-
potheses about the data and model while observing different explanations. This was in-
sightful, since after only a brief tutorial, the participants were comfortable answering a
variety of questions about the models and started to reason about them in ways they could
not before. We also noticed that participants were using the model to confirm prior be-
liefs about the data, slowly building trust that the model was producing accurate and be-
lievable predictions. However, participants were eager to rationalize explanations without
first questioning the correctness of the explanation itself. While forming new hypotheses
about one’s data and model can lead to deeper insight, this could be troublesome when
participants trust explanations without healthy skepticism. While these results corroborate
existing literature [49, 58], it suggests further studies to evaluate human trust in model

explanations.
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Data understanding. Participants also used interpretability as a lens into data, which
prompted us to ask participants about this during the exit interviews. While a predictive
model has its own uses, e.g., inference and task automation, many participants explained
that they use models to gain insight into large datasets, as mentioned in [101]. One partic-
ipant said, “It’s more like a data digging process. So it’s finding the important features to
help us understand the data better.”” While there are many academic and commercial tools
for data exploration without statistical models, a model-based approach gave participants
a new perspective on the data. About GAMUT, one participant said, “This would help me
and expedite my workflow to get to valuable nuggets of information, which is what [my
stakeholders] are ultimately interested in.” Related, another reason that emerged from the
interviews was that data scientists use interpretability to understand the feature importance
of a dataset. Most of our participants said that computing a metric (for which there are
many) for feature importance across all features provides valuable information about what
characteristics of a dataset are most important for making predictions. This allows data
scientists to focus on accurately representing these features in a model. With regards to
learning representations, a few participants said that interpretability also ensures customer
privacy is upheld, by discovering what features are correlated with identifiable information

so they can be removed.

Communication. Throughout the study, the prepared questions asked participants to
communicate their process of discovering the answers. During the exit interviews, nearly
every participant described a scenario in which they were using model explanations to com-
municate what features were predictive to stakeholders who wanted to deploy a model in
the wild. One participant noted that “different audiences require different explanations,”
describing a common trade-off between explanation simplicity and completeness. This was
further supported by a participant who frequently presents reports to stakeholders: “When
you're going to craft your story, ...you're going to have to figure out what you want empha-
size and what you want to minimize. But you have to always lay out everything. Know your
audience and purpose.” She also emphasized that she encourages fellow data scientists on
her team to share knowledge about what they have learned to other non-scientists. Lastly,
a participant said she uses explainable data analysis to change organizational behavior on
her team, by using models to inspect and understand data quality. She described how some
analysts claim they can predict a value, but neglect to explain why, which diminishes the
impact: “What are the features? How are you getting those features? What are the qual-
ity of those features? They’re just literally saying, ‘I’m forecasting the number—here’s the

)

number you use.” I'm going, ‘That just is not satisfying.”’ By using feature importance met-
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rics, she ensures that the important features of data are accurately collected, recognizing

that “clean” data creates better models.

Model building. Participants who have experience in developing models recognize that
interpretability is also critical to model builders. Understanding characteristics about one’s
data and model helps guide model improvement. Regarding the intelligibility versus accu-
racy trade-off, one participant said that he starts his work using simpler models to become
familiar with the data, before moving onto more complex models. Having a solid under-
standing of one’s data is more important than incrementally improving model accuracy: “/
want to understand bit by bit how the dataset features work with each other, influence each
other. That is my starting point.” Another participant said his team uses two natural lan-
guage processing models in production: a simpler, rule-based model that performs multiple
checks before inference; if the checks pass, the data is passed to the more complex model

for a final prediction.

3.5.2 RQ2: Global versus Local Explanation Paradigms

While using GAMUT, every participant used both the global and local explanations to an-
swer interpretability questions, often moving between the two. This shows that global and
local explanation paradigms are in fact complementary. Participants used the shape func-
tion charts of the model to explain a feature of the dataset, but grounded the explanation
with local context using the data histogram. Conversely, participants described single-
instance explanations using the global context of the shape function charts, i.e., overlaying
the amber points of a waterfall chart on shape function charts. One participant said, “If
I want to see what the overall ecosystem is doing, [global explanations are] significantly
better. If  wanted to find specific use cases that are interesting, then I'm going to use [local
explanations] as case studies. So, I see it as having both.”

Broadly speaking, we noticed the expertise of a participant correlated with which ex-
planation paradigm they preferred: (1) the ML novices gravitated towards the local expla-
nations, (2) more expert participants used global explanations more frequently, and (3) the
most expert participants fluidly used both to reason about a prediction and a model. For
example, a common practice in ML is to consider only the top features, since likely those
are driving the prediction. However, one participant noticed that the visualizations in the
Instance Explanation View argued otherwise—the long tail of a waterfall chart sometimes
contributed a non-trivial percentage of a prediction—and observed that the top features
were insufficient. This is an interesting example of how a local explanation can inform a

global characteristic of a model.
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The Interactive Table was a critical mechanism for linking global and local explana-
tions. Participants frequently sorted columns (i.e., features) to see how data aggregates
along a single feature, but also inspected many single data instances for exact feature val-
ues; to our surprise, sorting by nearest neighbors was only used a couple times per partic-
ipant. Some participants were initially confused about whether a particular visualization
was describing global or local model behavior (e.g., mistaking a waterfall chart to describe
the global behavior of a model instead of a single data instance), suggesting that either the
initial tutorial could be improved, or that the level of graphicacy required for GAMUT was
higher than anticipated; regardless, by the end of every 112-hour session, it was clear all

participants understood how GAMUT’s representations connected together.

3.5.3 RQ3: Interactive Explanations

When choosing a model explanation, regardless of the type (e.g., textual, graphical), most
explanations are static. Only recently has the notion of interactive explanations attracted
attention. In GAMUT, interactivity refers to instance-based selection, brushing and linking
between local and global views, quick comparison of instances and their explanations,
sorting and filtering the Interactive Table, hovering over a shape function chart for asking
counterfactuals, and computing nearest neighbors for a single instance.

Throughout the studies it became clear that interactivity was the primary mechanism
for exploring, comparing, and explaining instance predictions and the chosen models by
the participants. Interactivity was so fundamental for our participants’ understanding of
the models, that when we prompted them to comment on interactivity, people could not
conceive non-interactive means to answer both their hypotheses and prepared questions,
even though the current best practice for understanding GAMs entails flipping through
static print outs of all the shape function charts.

Participants liked the interactivity of GAMUT, but we think there is potential to alle-
viate redundant interactions by incorporating automated insight discovery techniques in
explanation systems. Examples include algorithmically surfacing the most accurate expla-
nations and finding the most relevant data (e.g., similar neighbors, counterfactuals) given
interpretability-focused constraints.

Participants also suggested several additional features. First, while GAMUT supports
comparing two instance explanations at once, participants wanted to compare multiple
groups of instances (e.g., user-defined groups, or a group of nearest neighbors); they also
wanted deeper comparison, such as changing the visual representation to a stacked bar chart
to more easily compare the contributions of multiple instance by feature. Second, the more

expert participants wanted more support for feature selection and importance, such as leav-
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ing one feature out of the model and seeing its effect on performance. Lastly, we noticed
most participants used counterfactuals often throughout their exploration, both as a direct
task and as a sanity check for feature sensitivity; therefore, there could be opportunities
to support automatic counterfactual identification in combination with computing nearest

neighbors to enable data scientists to understand models faster and more confidently.

3.5.4 Usability

The exit questionnaire included a series of Likert-scale (7 point) questions about the utility
and usefulness of the various views in GAMUT (Figure 3.3). From the high ratings, we are
confident that GAMUT’s role as a design probe was not hampered by usability problems.
Similarly, the uniformity of the feature ratings suggests that participants did not disfavor
any particular feature because of a usability problem.

Even though GAMUT was designed as a probe, all 12 participants desired to use it to
understand their own data. Some participants suggested using the system in its entirety,
while others wanted to use specific parts of the interface, such as the Instance Explanation
View, to include in reports to their stakeholders. One participant who frequently uses visual
analytics tools said, “I really like that it’s splitting out each of the individual features into
its own chart. ...I can’t tell you how useful that is for me. Parameterizing dimensions is
just not available with Tableau, Power BI, or anything else.” Another participant wanted to
use GAMUT to not only predict when customers would renew a product subscription, but
to understand why and how they renew. A participant who frequently engages with legal
discourse suggested a potential user for GAMUT that we had not considered: “I definitely
would use something like this, especially when it comes to privacy issues. I even would
show this to lawyers.” Several participants have followed up after the conclusion of the

study and actively pursued using GAMUT in their teams with their own data.

3.6 Limitations

GAMUT only visualizes one class of ML model. While GAMUT’s design rationale, visual-
izations, and interactions were informed by multiple interviews and collaboration with ML
researchers and practitioners, there could be an another complementary view that could
have elicited better qualitative results during our user study. Regardless, to the best of our
knowledge there is no existing interactive interface for GAMs. We think GAMUT is a use-
ful interface for exploring GAMs, as supported by our usability ratings in Section 3.5 and
participants desire to use GAMUT for their own work, perhaps by using GAMs to explain

more complex models, as discussed in the following section.
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Preliminary Usability Evaluation
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Figure 3.3: GAMUT subjective ratings. In a preliminary usability evaluation, participants thought
GAMUT was easy to use and enjoyable. Of GAMUT’s multiple coordinated views, all were rated
favorably. This also supports our finding that both global and local explanations are valuable for
understanding a model’s behavior.

Understanding a model’s domain likely provides an advantage to understanding how a
model works. Different participants entered the study with different domain knowledge.
To mitigate this risk, we both provided a variety of models about approachable topics and
allowed participants to choose the models that fit their own knowledge and expertise.

More technically, one participant with a PhD in statistics was concerned about corre-

lated features and suggested that interaction terms should be considered.

3.7 Conclusion

In this work, through an iterative design process with expert machine learning researchers
and practitioners at a large technology company, we identified a list of explainable ma-
chine learning interface capabilities, designed and developed an interactive visualization
system, GAMUT, that embodied our capabilities, and used it as a design probe for machine
learning interpretability through a human-subjects user study. Our results show that data
scientists have many reasons for interpretability, answer interpretability questions using
both global and local explanations, and like interactive explanations. GAMUT’s tightly in-
teractive coordinated views enabled deeper understanding of both models and predictions.

All participants wanted to use GAMUT on their own data in the course of their every day
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work. From our study, it is clear there is a pressing need for better explanatory interfaces
for machine learning, suggesting that HCI, design, and data visualization all have critical

roles to play in a society where machine learning will increasingly impact humans.
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CHAPTER 4
TELEGAM: COMBINING VISUALIZATION AND
VERBALIZATION FOR INTERPRETABILITY

While machine learning continues to find success in solving previously-thought hard prob-
lems, interpreting and exploring ML models remains challenging. Recent work has shown
that visualizations are a powerful tool to aid debugging, analyzing, and interpreting ML
models. However, depending on the complexity of the model (e.g., number of features),
interpreting these visualizations can be difficult and may require additional expertise. Alter-
natively, textual descriptions, or verbalizations, can be a simple, yet effective way to com-
municate or summarize key aspects about a model, such as the overall trend in a model’s
predictions or comparisons between pairs of data instances. With the potential benefits
of visualizations and verbalizations in mind, we explore how the two can be combined
to aid ML interpretability. Specifically, we present a prototype system, TELEGAM, that
demonstrates how visualizations and verbalizations can collectively support interactive ex-
ploration of ML models, for example, generalized additive models (GAMs). We describe
TELEGAM'’s interface and underlying heuristics to generate the verbalizations. We con-
clude by discussing how TELEGAM can serve as a platform to conduct future studies for

understanding user expectations and designing novel interfaces for interpretable ML.

4.1 Introduction

While machine learning continues to find success in solving previously-thought hard prob-
lems with data, its pitfalls, such as encoding and perpetuating cultural and historical data
bias inside complex models [3, 2, 1], have been the subjects of critical discussion sur-
rounding its appropriate and ethical use [27, 28, 29]. In fact, governmental policy has
been put in place, giving people a “right to explanation” for any model prediction that
could impact their financial or legal status [23]. To understand how models learn and be-
have, interpretable, or explainable, artificial intelligence research has seen intense focus and
progress [43]. Within this field, interactive data visualization has been used as a medium
for communicating explanations for both models and predictions, allowing data scientists
to better understand and debug their models [45, 9, 31, 32].

Previous work has shown that data scientists explain model results continuously to other

groups of people: management, technical peers, and other stakeholders with invested inter-
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est in an ML model or product [7]. However, often at the core of explainable ML sits an
inherent trade-off between the completeness and simplicity of an explanation. To explain a
single data instance’s prediction from a complex model with hundreds of features often re-
quires significant effort that could consist of creating and interpreting many visualizations.
These explanatory visualizations can also require high graphicacy, i.e., visualization liter-
acy, from the people that create and use them for model iteration and decision making; this
results in significant time and effort needed to understand what a visualization is showing
and what is most important.

Alternatively, text or natural language has also been used as a medium to communicate
model results and predictions [102, 50]. Text is useful for providing short, approximate ex-
planations that provide most of the necessary information to understand a prediction with-
out the cognitive burden of digesting a visualization. Natural language explanations could
complement explanatory visualizations by helping people identify or verify inferences de-
rived from a chart, identify prediction contributions they might have missed, or emphasize
differences between predictions for multiple instances. However, systems combing both
visual and natural language explanations for ML models remain largely underexplored. In
this work, we investigate how system generated natural language explanations, or “verbal-
izations,” can complement explanatory visualizations. Such interfaces that combine visu-
alizations and verbalizations could help data scientists better understand and debug their
ML models, and aid them when communicating modeling results to other stakeholders.
For example, systems could present verbalizations that are related to but not immediately
observable in a visualization to help data scientists pivot between visualizations exploring
different aspects of their models (e.g., global model-level explanations vs. local instance-
level predictions) or drill-down into a model’s performance for specific instances (e.g.,
comparing predictions for two data instances).

To explore such possibilities, we extend recent work by Hohman et al. [7] on oper-
ationalizing model interpretability and contribute a prototype system demonstrating the
potential of combining visualization and verbalization for explaining ML results. The sys-
tem, TELEGAM, automatically generates natural language statements, or verbalizations, to
complement explanatory visualizations for generalized additive models (GAMs). Incorpo-
rating the increasingly popular notion of interactively linking text and visualizations [103,
104, 105, 53], TELEGAM also lets users interact with verbalizations to visually manifest
them in the explanatory visualization through simple annotations. By doing so, TELEGAM
demonstrates how interfaces could better help data scientists fluidly understand and explain
models along a completeness-simplicity spectrum and serve as a starting point for model

analysis. TELEGAM can be accessed at: https://poloclub.github.io/telegam/.
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4.2 TELEGAM: Visualization & Verbalization

4.2.1 Design Goals

Through a literature survey and formative studies with ML researchers and practitioners,
Hohman et al. [7] synthesize six model-agnostic capabilities that an explainable ML inter-
face should support. In this work, we focus on four of these and use them as design goals
(DG) for our system. The design goals below each contain an example interpretability
question, which all reference a real-estate model that predicts the price of homes given the

features of a house.

DG1. Local instance explanations. Given a single data instance, quantify each feature’s
contribution to the prediction.
Example: Given a house and its predicted price of $250,000, what features con-

tributed to its price?

DG2. Instance explanation comparisons. Given a collection of data instances, compare
what factors lead to their predictions.
Example: Given five houses in a neighborhood, what distinguishes them and their

prices?

DG3. Feature importance. Given a model, rank the features of the data that are most
influential to the overall predictions.
Example: Given a house price prediction model, does it make sense that the top
three most influential features should be the square footage, year built, and loca-

tion?

DG4. Counterfactuals. Given a single data instance, ask “what-if”” questions to observe
the effect that modified features have on its prediction.
Example: Given a house and its predicted price of $250,000, how would the price

change if it had an extra bedroom?

4.2.2 Model Class and Background

In this work we consider a particular model class, the generalized additive model (GAM) [88],
which has recently attracted attention in the ML community [106, 107], and satisfies our
four DGs. Modern ML techniques have enabled GAMs to compete favorably with more
complex, state-of-the-art models on tabular data prediction tasks; however, GAMs remain

intelligible and more expressive than simple linear models [89, 90, 91]. A GAM provides
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Figure 4.1: The TELEGAM user interface contains (A) a model selector and parameters for the
visualizations and verbalizations. (B) The Global Model View displays model feature-level ver-
balizations of GAM shape function charts that describe a feature’s overall impact on model predic-
tions. (C) The Local Instance View displays two data instance’s waterfall charts, an explanatory
visualization that shows the cumulative sum of the contribution each feature has on the final pre-
diction. Alongside are instance-level verbalizations that, when brushed, highlight in ) the
corresponding marks of the visualization that the verbalization refers to. (D) Settings to interac-
tively tune verbalization generation thresholds.

both local instance explanations similar to linear regression, but also global feature expla-
nations which other models lack.

GAMs are a generalization of linear models; GAMs replace linear model’s slope co-
efficients with smooth, shape functions. In both models, the relationship between the
target variable and the features is still additive; however, each feature in a GAM is de-
scribed by one shape function that can be nonlinear and complex (e.g., concave, convex,
or “bendy”) [96]. Therefore, GAMs are considered intelligible [89] since each feature’s
contribution to the final prediction can be understood by inspecting the shape functions. In
this work, we omit the technical details and mathematical formulations of GAMs and their

training, which are covered in the literature [97, 98, 90, 91].

4.2.3 Realizing Design Goals in TELEGAM’s Interface

We first give an overview of TELEGAM'’s interface (Figure 4.1), deferring the details of the
verbalizations to the next section. When a model is loaded (Figure 4.1A), the Global Model
View (Figure 4.1B) displays sentences highlighting the features that may be interesting for

the user to consider (DG3). Brushing over sentences displays a tooltip (??) showing the
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GAM shape function line charts that present an overview of the feature values (on the
x-axis) and model predictions (on the y-axis) corresponding to the features listed in the
sentence. These visualizations also enable a user to ask counterfacutals, i.e., “what if”
questions, by quantifying the increase or decrease of predictions based on a change in any
feature value (DG4).

Selecting an instance from the dropdown in the Local Instance View (Figure 4.1C)
displays the actual and predicted values for the instance. TELEGAM presents a waterfall
chart similar to that in GAMUT [7] where the features are listed on the x-axis and the
contribution to the prediction from each feature are represented by the height of the bars.
The color of the bar indicates whether the contribution is positive ( ) or negative
(dark gray). By default, the features are sorted by the absolute magnitude of their con-
tributions, i.e., the feature with the highest absolute contribution is shown on the left. A
toggle is present (Figure 4.1A) to sort features by their actual contributions instead of their
absolute contributions if desired. To summarize the contributions of features towards an in-
stance’s prediction (DG1), along with displaying a waterfall chart, TELEGAM also presents
a textual summary alongside the chart. Brushing over this sentence visually highlights the
notable features and their corresponding bars in the waterfall chart in , as seen in
Figure 4.1C. This also is useful for asking counterfactual questions by identifying which
features could be changed to increase or decrease an instance’s final prediction (DG4).

With a base instance selected (Figure 4.1C, top), users can select a second instance for
comparison (Figure 4.1C, bottom). To enable visual comparison, TELEGAM ensures the
scale of the y-axis as well as the ordering of the features on the x-axis in both waterfall
charts are normalized and consistent. In addition to showing a textual summary for each
instance (Figure 4.1C: top-left, bottom-left), TELEGAM also generates a comparative sum-
mary highlighting the differences between the predictions, displaying possible features that
may cause the difference (DG2). Similar to the individual instance summaries, brushing
the comparative summary visually highlights the described features in the visualization

(Figure 4.1C).

4.2.4 Generating Verbalizations

Following the design goals, TELEGAM presents three types of verbalizations to accompany
feature and instance-level visualizations. We converged to these types of verbalizations
based on interactions with participants during GAMUT’s user study [7] as well as other
data scientists who frequently interact with GAMs. Specifically, we considered and col-
lated comments with respect to communicating a model’s performance to different stake-

holders. Then, using an iterative trial-and-error approach, we defined a set of heuristics to
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Figure 4.2: In TELEGAM, brushing a model feature verbalization displays a tooltip with features’
corresponding shape function charts, a common GAM visualization. For example, here, the contri-
bution of the linear-positive feature LotArea on overall model predictions approximately constantly
increases as the feature value increases.

generate a set of verbalizations that were common across the observations. Note that the
current set of verbalizations are only an initial step towards exploring how visualizations

and verbalizations can be integrated in the context of GAMs, and are not exhaustive.

Instance Feature Summary. For an individual instance, TELEGAM verbalizes the fea-
tures that have a notable impact on the its final prediction. To generate this verbalization,
we first compute the ratio of each feature’s contribution with respect to the total predic-
tion. If the ratio is greater than a predefined threshold 7., (ip. then that feature is in-
cluded in the verbalization. In other words, a feature x; is included in the verbalization if
F(x:)/y > Teontrib> Where f(x;) is the feature’s GAM prediction contribution and y is the
final instance prediction. We empirically set 7., sip t0 0.15. For example, for the base
instance in Figure 4.1C top, only one feature (LotArea) is included in the verbalization
because it is the only feature that has a contribution of over 0.15 (or 15%) towards the

instance’s prediction.
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Instance Comparison Summary. When verbalizing comparisons between two instances,
TELEGAM identifies how similar, or different, the predictions for the instances are while
highlighting which features may be contributing to the prediction difference. To do so, we
first normalize both the total predictions and the individual feature contributions for all in-
stances to [0 — 1] so the comparison can be made in context of the entire dataset. Then, we
check for the differences between the considered pair of normalized predictions and com-
pare them to preset thresholds (TinDiff> TminDiff) 0 generate the verbalization. Specif-
ically, given two data instances and their normalized predictions y; and y», the predictions

are considered:

too similar if [y1 — y2| < TminDitt,
too different else if [y} — y2| > Tmaxitr,

moderately varying else.

where T inDiff and TyaxDiff are empirically set to 0.25 and 0.75. For the second half
of the verbalization, a feature is considered accountable for the difference between the

final predictions of two instances if for any feature x; their normalized feature contributions
f(x1,) and f(x2;) satisfy

|f(x1,0) = F(2,0)| > TfeatureContrib

where TgaatureContrib 18 €mpirically set to 0.25. For example, in Figure 4.1C, the ver-
balization states “overall predictions vary” because, in the context of the dataset, the two
instances have moderately differing predictions which may be because of “9 features con-
tributing differently,” since the normalized differences between the predictions for those

features was over 0.25.

Model Feature Summary. TELEGAM highlights four groups of feature-level verbaliza-
tions based on the overall geometry of the shape function line charts—namely, features
that have positively linear, negatively linear, non-linear, or flat geometry. To identify these
groups, we used an agglomerative hierarchical clustering approach: a bottom-up technique
for clustering data; in this case, we represent the shape function line charts in Figure 4.2 as
time series and cluster them based on their overall geometry. We then inspected and labeled
the clusters as the four groups listed above. Since some features may have expected predic-
tions that are typically linear (e.g., the predicted price of a house increases with its square

footage), these high-level groups and their corresponding verbalizations help users focus
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Brief ﬁ Detailed

Figure 4.3: TELEGAM supports an initial interactive affordance to realize the simplicity-
completeness explanation spectrum in an interface. As a user drags the slider, the resolution of
the natural language explanation updates from “brief” to “detailed.” In the example above, the
comparison summary for two instances is shown at three different levels of explanation resolution,
including (A) brief, (B) default, and (C) detailed.

on features that are potentially more interesting (e.g. those with with non-linear geometry)

while still summarizing every feature.

4.2.5 User-specified Verbalization Resolution

Professional data scientists have different reasons to interpret models and tailor explana-
tions for specific audiences, often balancing competing concerns of simplicity and com-
pleteness [7, 15, 18]. Previous work has also suggested interfaces where users could spec-
ify the resolution of presented explanations; this can help adapt to users with differing
preferences or expertise levels [50]. TELEGAM supports an initial interactive affordance
to realize this simplicity-completeness tradeoff spectrum. Located in Figure 4.1A, a slider
adjusts how detailed verbalizations should be. Currently, there are three positions rang-
ing from “brief” to “detailed.” As a user drags the slider from one end to the other, the
verbalizations update to provide more (or less) detail about a data instance’s prediction.
For example, Figure 4.3 shows three different slider positions for verbalization summa-
rization for the comparison of two instance predictions. When set to “Brief” (Figure 4.3A),
the verbalization is composed only of text to describe the difference between the two in-
stance’s predictions. Dragging the slider right, in the second position (Figure 4.3B), the
sentence updates and displays the exact number of features that the two predictions dif-
fer in. Finally, in the “Detailed” position (Figure 4.3C), the sentence updates and lists the
actual prediction values, the number of differing features, and what percent of the total
features the instances differ in. This is only one realized example of how a system could
provide explanations based on user-specified resolutions to better communicate results to

differing stakeholders invested in an ML model.
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4.2.6 Illustrative Usage Scenario

We now demonstrate how the different views of TELEGAM could be used to interpret a
GAM through a hypothetical usage scenario. June is a data scientist at a real-estate firm
exploring the available properties to gain insight into the company’s portfolio. As June
loads a pre-trained model into TELEGAM to understand the data and predictions, the sys-
tem automatically displays textual statements summarizing the major feature trends (Fig-
ure 4.1B). By interacting with these statements, June explores how the different features
are represented inside the model Figure 4.2). Next, recollecting a property (data instance)
they recently visited (id=7) but did not sell despite it being affordable, June inspects it as
the base instance (Figure 4.1C, top). Based on their understanding of the individual feature
trends from Global Model View and through the visualization in the Local Instance View,
they infer that the LotArea feature is the primary factor determining the property’s value.
The text alongside the chart simultaneously confirms this inference (Figure 4.1C, top-left).

To understand potential factors that make a house more saleable, June compares the
selected property to another (id=16) that recently sold although it was more expensive.
Through a combination of the juxtaposed waterfall charts and the verbalizations compar-
ing the two charts, June notes that the differences in price arise from multiple non-salient
features (e.g., OpenPorchSF, SecondFIrSF) that they would have otherwise missed without
a visual linking between the text and the charts (Figure 4.1B). Adjusting the comparison
verbalization resolution (Figure 4.3), TELEGAM further reveals the specifics of the con-
tributing feature quantity and distribution differences. Finally, to prepare a report to share
with their colleagues, June sets the detail level of the verbalizations to “Brief” and captures

a screenshot, moving onto other instances and continuing their analysis.

4.3 Conclusion

Through the design of TELEGAM, we show how combining visualizations and verbaliza-
tions can support interactive exploration and interpretation of ML models, demonstrated
using GAMs. TELEGAM also represents an initial step towards a broader research goal
that aims to understand if verbalizations can enhance interpretability by augmenting ML

visualization tools with explanations.

49



PART II

SCALING DEEP LEARNING
INTERPRETABILITY
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Overview

We have seen the benefits that interactive interfaces for machine learning interpretability
bring to practitioners; however, GAMUT and TELEGAM both demonstrate this opportunity
using generalized additive models, which while expressive for tabular data, currently do not
compete with more complex models for tasks within computer vision and natural language
processing. For image and text data, deep learning and neural network approaches have
seen a surge in success and popularity despite their infamous lack of interpretability. Next,
we show how to scale interpretability to larger and more complex model architectures,
such as deep neural networks.

Part II begins by presenting a survey (Chapter S) of visual analytics in deep learning
with a focus on interpretability, highlighting its short yet impactful history. The survey
thoroughly summarizes the state-of-the-art using a human-centered interrogative frame-
work, focusing on the Five W’s and How (Why, Who, What, How, When, and Where).
This chapter is adapted from work that was published and appeared in TVCG 2018 [9].

Visual Analytics in Deep Learning: An Interrogative Survey for the Next Fron-
tiers. & Fred Hohman, Minsuk Kahng, Robert Pienta, Duen Horng (Polo)
Chau. IEEE Transactions on Visualization and Computer Graphics (TVCG),
2018.

From this survey, we find there is a lack of high-level explanations for neural network
predictions and learned feature representations. In response, we designed and developed
SuMMIT (Chapter 6), an interactive system that scalably and systematically summarizes
and visualizes what features a deep learning model has learned and how those features
interact to make predictions. This chapter is adapted from work that was published and
appeared in TVCG 2020 [10].

SUMMIT: Scaling Deep Learning Interpretability by Visualizing Activation

and Attribution Summarizations. &' Fred Hohman, Haekyu Park, Caleb Robin-
son, Duen Horng (Polo) Chau. IEEE Transactions on Visualization and Com-

puter Graphics (TVCG), 2020.

51


https://fredhohman.com/papers/deepvis
https://fredhohman.com/papers/deepvis
https://fredhohman.com/papers/summit
https://fredhohman.com/papers/summit

CHAPTER 5
INTERROGATIVE SURVEY FOR VISUAL ANALYTICS IN
DEEP LEARNING

Deep learning has recently seen rapid development and received significant attention due
to its state-of-the-art performance on previously-thought hard problems. However, because
of the internal complexity and nonlinear structure of deep neural networks, the underlying
decision making processes for why these models are achieving such performance are chal-
lenging and sometimes mystifying to interpret. As deep learning spreads across domains,
it is of paramount importance that we equip users of deep learning with tools for under-
standing when a model works correctly, when it fails, and ultimately how to improve its
performance. Standardized toolkits for building neural networks have helped democratize
deep learning; visual analytics systems have now been developed to support model explana-
tion, interpretation, debugging, and improvement. We present a survey of the role of visual
analytics in deep learning research, which highlights its short yet impactful history and
thoroughly summarizes the state-of-the-art using a human-centered interrogative frame-
work, focusing on the Five W’s and How (Why, Who, What, How, When, and Where).
We conclude by highlighting research directions and open research problems. This survey
helps researchers and practitioners in both visual analytics and deep learning to quickly
learn key aspects of this young and rapidly growing body of research, whose impact spans

a diverse range of domains.

5.1 Introduction

Deep learning is a specific set of techniques from the broader field of machine learning that
focus on the study and usage of deep artificial neural networks to learn structured repre-
sentations of data. First mentioned as early as the 1940s [108], artificial neural networks
have a rich history [109], and have recently seen a dominate and pervasive resurgence [78,
65, 110] in many research domains by producing state-of-the-art results [111, 112] on a
number of diverse big data tasks [113, 114]. For example, the premiere machine learning,
deep learning, and artificial intelligence conferences have seen enormous growth in atten-
dance and paper submissions since early 2010s. Furthermore, open-source toolkits and
programming libraries for building, training, and evaluating deep neural networks have be-

come more robust and easy to use, democratizing deep learning. As a result, the barrier to
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Visual Analytics in Deep Learning Interrogative Survey Overview

WHY WHAT WHEN

Why would one want to use What data, features, and relationships When in the deep learning
visualization in deep learning? in deep learning can be visualized? process is visualization used?
Interpretability & Explainability Computational Graph & Network Architecture During Training

Debugging & Improving Models Learned Model Parameters After Training

Comparing & Selecting Models Individual Computational Units

Teaching Deep Learning Concepts Neurons In High-dimensional Space

Aggregated Information

4D,
Aumd
L A4
A\ /2
Who would use and benefit from How can we visualize deep learning Where has deep learning
from visualizing deep learning? data, features, and relationships? visualization been used?
Model Developers & Builders Node-link Diagrams for Network Architecture Application Domains & Models
Model Users Dimensionality Reduction & Scatter Plots A Vibrant Research Community

Non-experts Line Charts for Temporal Metrics
Instance-based Analysis & Exploration
Interactive Experimentation
Algorithms for Generating Synthetic Images

Figure 5.1: A visual overview of our interrogative survey, and how each of the six questions,
“Why, Who, What, How, When, and Where,” relate to one another. Each question corresponds to
one section of this survey, indicated by the numbered tag, near each question title. Each section lists
its major subsections discussed in the survey.

developing deep learning models is lower than ever before and deep learning applications
are becoming pervasive.

While this technological progress is impressive, it comes with unique and novel chal-
lenges. For example, the lack of interpretability and transparency of neural networks, from
the learned representations to the underlying decision process, is an important problem
to address. Making sense of why a particular model misclassifies test data instances or
behaves poorly at times is a challenging task for model developers. Similarly, end-users
interacting with an application that relies on deep learning to make critical decisions may
question its reliability if no explanation is given by the model, or become baffled if the
explanation is convoluted. While explaining neural network decisions is important, there
are numerous other problems that arise from deep learning, such as Al safety and security
(e.g., when using models in applications such as self-driving vehicles), and compromised
trust due to bias in models and datasets, just to name a few. These challenges are often
compounded, due to the large datasets required to train most deep learning models. As

worrisome as these problems are, they will likely become even more widespread as more
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Al-powered systems are deployed in the world. Therefore, a general sense of model under-
standing is not only beneficial, but often required to address the aforementioned issues.

Data visualization and visual analytics excel at knowledge communication and insight
discovery by using encodings to transform abstract data into meaningful representations.
In the seminal work by Zeiler and Fergus [68], a technique called deconvolutional networks
enabled projection from a model’s learned feature space back to the pixel space. Their tech-
nique and results give insight into what types of features deep neural networks are learning
at specific layers, and also serve as a debugging tool for improving a model. This work is
often credited for popularizing visualization in the machine learning and computer vision
communities in recent years, putting a spotlight on it as a powerful tool that helps people
understand and improve deep learning models. However, visualization research for neural
networks started well before [115, 116, 117]. Over just a handful of years, many different
techniques have been introduced to help interpret what neural networks are learning. Many
such techniques generate static images, such as attention maps and heatmaps for image
classification, indicating which parts of an image are most important to the classification.
However, interaction has also been incorporated into the model understanding process in
visual analytics tools to help people gain insight [73, 74, 75]. This hybrid research area
has grown in both academia and industry, forming the basis for many new research papers,
academic workshops, and deployed industry tools.

In this survey, we summarize a large number of deep learning visualization works using
the Five W’s and How (Why, Who, What, How, When, and Where). Figure 5.1 presents a
visual overview of how these interrogative questions reveal and organize the various facets
of deep learning visualization research and their related topics. By framing the survey in

this way, many existing works fit a description as the following fictional example:

To interpret representations learned by deep models (why), model developers
(who) visualize neuron activations in convolutional neural networks (what)
using t-SNE embeddings (/10w) after the training phase (when) to solve an

urban planning problem (where).

This framing captures the needs, audience, and techniques of deep learning visualization,
and positions new work’s contributions in the context of existing literature.

We conclude by highlighting prominent research directions and open problems. We
hope that this survey acts as a companion text for researchers and practitioners wishing to

understand how visualization supports deep learning research and applications.
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5.2

Our Contributions & Method of Survey

5.2.1 Our Contributions

Cl1.

C2.

C3.

We present a comprehensive, timely survey on visualization and visual analytics
in deep learning research, using a human-centered, interrogative framework. This
method enables us to position each work with respect to its Five Ws and How (Why,
Who, What, How, When, and Where), and flexibly discuss and highlight existing

works’ multifaceted contributions.

e Our human-centered approach using the Five W’s and How — based on how we
familiarize ourselves with new topics in everyday settings — enables readers to

quickly grasp important facets of this young and rapidly growing body of research.

e Our interrogative process provides a framework to describe existing works, as

well as a model to base new work off of.

To highlight and align the cross-cutting impact that visual analytics has had on deep
learning across a broad range of domains, our survey goes beyond visualization-
focused venues, extending a wide scope that encompasses most relevant works from
many top venues in artificial intelligence, machine learning, deep learning, and com-
puter vision. We highlight how visual analytics has been an integral component in
solving some of AI’s biggest modern problems, such as neural network interpretabil-

ity, trust, and security.

As deep learning, and more generally Al, touches more aspects of our daily lives,
we highlight important research directions and open problems that we distilled from
the survey. These include improving the capabilities of visual analytics systems for
furthering interpretability, conducting more effective design studies for evaluating
system usability and utility, advocating humans’ important roles in Al-powered sys-

tems, and promoting proper and ethical use of Al applications to benefit society.

5.2.2 Survey Methodology & Summarization Process

We selected existing works from top computer science journals and conferences in visual-

ization (e.g., IEEE Transactions on Visualization and Computer Graphics (TVCG)), visual

analytics (e.g., IEEE Conference on Visual Analytics Science and Technology (VAST)) and

deep learning (e.g., Conference on Neural Information Processing Systems (NIPS) and the

International Conference on Machine Learning (ICML)). Since deep learning visualization
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is relatively new, much of the relevant work has appeared in workshops at the previously
mentioned venues; therefore, we also include those works in our survey. Table 5.1 lists
some of the most prominent publication venues and their acronyms. We also inspected
preprints posted on arXiv (https://arxiv.org/), an open-access, electronic repository
of manuscript preprints, whose computer science subject has become a hub for new deep
learning research. Finally, aside from the traditional aforementioned venues, we include
non-academic venues with significant attention such as Distill, industry lab research blogs,
and research blogs of influential figures. Because of the rapid growth of deep learning
research and the lack of a perfect fit for publishing and disseminating work in this hybrid
area, the inclusion of these non-traditional sources are important to review, as they are
highly influential and impactful to the field.

Visualization takes many forms throughout the deep learning literature. This survey
focuses on visual analytics for deep learning. We also include related works from the Al
and computer vision communities that contribute novel static visualizations. So far, the
majority of work surrounds convolutional neural networks (CNNs) and image data; more
recent work has begun to visualize other models, e.g., recurrent neural networks (RNNs),
long short-term memory units (LSTMs), and generative adversarial networks (GANs). For

each work, we recorded the following information if present:

Metadata (title, authors, venue, and year published)

General approach and short summary

Explicit contributions

Future work

* Design component (e.g. user-centered design methodologies, interviews, evaluation)

Industry involvement and open-source code

With this information, we used the Five W’s and How (Why, Who, What, How, When,
and Where) to organize these existing works and the current state-of-the-art of visualization

and visual analytics in deep learning.

5.2.3 Related Surveys

While there is a larger literature for visualization for machine learning, including predic-

tive visual analytics [32, 31, 35] and human-in-the-loop interactive machine learning [118,
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Table 5.1: Relevant visualization and Al venues ordered by: journals, conferences, workshops,
open access journals, and preprint repositories. Within each, visualization venues precedes Al
venues.

TVCG IEEE Transactions on Visualization and Computer Graphics
VAST IEEE Conference on Visual Analytics Science and Technology

InfoVis IEEE Information Visualization

VIS IEEE Visualization Conference (VAST+InfoVis+SciVis)
CHI ACM Conference on Human Factors in Computing Systems
NIPS Conference on Neural Information Processing Systems
ICML International Conference on Machine Learning

CVPR Conference on Computer Vision and Pattern Recognition
ICLR International Conference on Learning Representations

VADL IEEE VIS Workshop on Visual Analytics for Deep Learning

HCML CHI Workshop on Human Centered Machine Learning

IDEA KDD Workshop on Interactive Data Exploration & Analytics
ICML Workshop on Visualization for Deep Learning

WHI ICML Workshop on Human Interpretability in ML
NIPS Workshop on Interpreting, Explaining and Visualizing Deep Learning
NIPS Interpretable ML Symposium

FILM NIPS Workshop on Future of Interactive Learning Machines
ACCYV Workshop on Interpretation and Visualization of Deep Neural Nets
ICANN Workshop on Machine Learning and Interpretability

Distill Distill: Journal for Supporting Clarity in Machine Learning

arXiv arXiv.org e-Print Archive

119], to our knowledge there is no comprehensive survey of visualization and visual ana-
lytics for deep learning. Regarding deep neural networks, related surveys include a recent
book chapter that discusses visualization of deep neural networks related to the field of
computer vision [120], an unpublished essay that proposes a preliminary taxonomy for vi-
sualization techniques [121], and an article that focuses on describing interactive model
analysis, which mentions deep learning in a few contexts while describing a high-level
framework for general machine learning models [122]. A recent overview article by Choo
and Liu [123] is the closest in spirit to our survey. Our survey provides wider coverage and
more detailed analysis of the literature.

Different from all the related articles mentioned above, our survey provides a com-
prehensive, human-centered, and interrogative framework to describe deep learning visual
analytics tools, discusses the new, rapidly growing community at large, and presents the

major research trajectories synthesized from existing literature.
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5.2.4 Survey Overview & Organization

Section 5.3 introduces common deep learning terminology. Figure 5.1 shows a visual
overview of this survey’s structure and Figure 5.2 summarizes representative works. Each
interrogative question (Why, Who, What, How, When, and Where) is given its own sec-
tion for discussion, ordered to best motivate why visualization and visual analytics in deep

learning is such a rich and exciting area of research.

5.5 Why do we want to visualize deep learning?

Why and for what purpose would one want to use visualization in deep learning?

5.5 Who wants to visualize deep learning?
Who are the types of people and users that would use and stand to benefit from visu-

alizing deep learning?

5.6 What can we visualize in deep learning?
What data, features, and relationships are inherent to deep learning that can be visu-

alized?

5.7 can we visualize deep learning?

How can we visualize the aforementioned data, features, and relationships?

5.8 When can we visualize deep learning?

When in the deep learning process is visualization used and best suited?

5.9 Where is deep learning visualization being used?

Where has deep learning visualization been used?

5.3 Common Terminology

To enhance readability of this survey, and to provide quick references for readers new to
deep learning, we have tabulated a sample of relevant and common deep learning termi-
nology used in this work, shown in Table 5.2. The reader may want to refer to Table 5.2
throughout this survey for technical terms, meanings, and synonyms used in various con-
texts of discussion. The table serves as an introduction and summarization of the state-of-
the-art. For definitive technical and mathematical descriptions, we encourage the reader
to refer to excellent texts on deep learning and neural network design, such as the Deep
Learning textbook [124].
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Bojarski, etal. 2016 arXiv
Bruckner 2014 MS Thesis
Carter, etal. 2016 Distill
Cashman, etal. 2017 VADL
Chae, etal. 2017 VADL
Chung, etal. 2016 FILM
Goyal, etal. 2016 arXiv
Harley 2015 ISVC
Hohman, etal. 2017 CHI
Kahng, etal. 2018 TVCG
Karpathy, etal. 2015 arXiv
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Liu, etal. 2017 TVCG
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Norton & Qi 2017 VizSec
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Olah, etal. 2018 Distill
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Wang, etal. 2018 TVCG
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Zeiler, etal. 2014 ECCV
Zeng, etal. 2017 VADL
Zhong, etal. 2017 ICML VIS
Zhu, etal. 2016 ECCV

Figure 5.2: Overview of representative works in visual analytics for deep learning. Each row is
one work; works are sorted alphabetically by first author’s last name. Each column corresponds to
a subsection from the six interrogative questions.
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Table 5.2: Foundational deep learning terminology used in this survey, sorted by importance. In a
term’s “meaning” (last column), defined terms are italicized.

Technical Term

Synonyms

Meaning

Neural Network

Neuron

Weights

Layer

Computational
Graph

Activation

Functions

Activations

Convolutional
Neural Network

Long Short-Term
Memory

Loss Function

Embedding

Recurrent Neural
Network

Generative
Adversarial
Networks

Epoch

Artificial neural
net, net

Computational
unit, node
Edges

Hidden layer

Dataflow graph

Transform
function

Internal
representation

CNN, convnet

LSTM

Objective
function, cost
function, error

Encoding

RNN

GAN

Data pass

Biologically-inspired models that form the basis of deep learning; ap-
proximate functions dependent upon a large and unknown amount of
inputs consisting of layers of neurons

Building blocks of neural networks, entities that can apply activation
functions

The trained and updated parameters in the neural network model that
connect neurons to one another

Stacked collection of neurons that attempt to extract features from data;
a layer’s input is connected to a previous layer’s output

Directed graph where nodes represent operations and edges represent
data paths; when implementing neural network models, often times they
are represented as these

Functions embedded into each layer of a neural network that enable the
network represent complex non-linear decisions boundaries

Given a trained network one can pass in data and recover the activations
at any layer of the network to obtain its current representation inside the
network

Type of neural network composed of convolutional /ayers that typically
assume image data as input; these layers have depth unlike typical /ay-
ers that only have width (number of neurons in a layer); they make
use of filters (feature & pattern detectors) to extract spatially invariant
representations

Type of neural network, often used in text analysis, that addresses the
vanishing gradient problem by using memory gates to propagate gradi-
ents through the network to learn long-range dependencies

Also seen in general ML contexts, defines what success looks like when
learning a representation, i.e., a measure of difference between a neural
network’s prediction and ground truth

Representation of input data (e.g., images, text, audio, time series) as
vectors of numbers in a high-dimensional space; oftentimes reduced
so data points (i.e., their vectors) can be more easily analyzed (e.g.,
compute similarity)

Type of neural network where recurrent connections allow the persis-
tence (or “memory*) of previous inputs in the network’s internal state
which are used to influence the network output

Method to conduct unsupervised learning by pitting a generative net-
work against a discriminative network; the first network mimics the
probability distribution of a training dataset in order to fool the discrim-
inative network into judging that the generated data instance belongs to
the training set

A complete pass through a given dataset; by the end of one epoch, a
neural network will have seen every datum within the dataset once
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5.4 Why Visualize Deep Learning

5.4.1 Interpretability & Explainability

The most abundant, and to some, the most important reason why people want to visu-
alize deep learning is to understand how deep learning models make decisions and what
representations they have learned, so we can place trust in a model [20]. This notion of
general model understanding has been called the interpretability or explainability when re-
ferring to machine learning models [20, 17, 21]. However, neural networks particularly
suffer from this problem since oftentimes real world and high-performance models contain
a large number of parameters (in the millions) and exhibit extreme internal complexity by
using many non-linear transformations at different stages during training. Many works mo-
tivate this problem by using phrases such as “opening and peering through the black-box,”
“transparency,” and “interpretable neural networks,” [117, 125, 126], referring the internal

complexity of neural networks.

Discordant Definitions for Interpretability

Unfortunately, there is no universally formalized and agreed upon definition for explain-
ability and interpretability in deep learning, which makes classifying and qualifying inter-
pretations and explanations troublesome. In Lipton’s work “The Mythos of Model Inter-
pretability [20],” he surveys interpretability-related literature, and discovers diverse moti-
vations for why interpretability is important and is occasionally discordant. Despite this
ambiguity, he attempts to refine the notion of interpretability by making a first step towards
providing a comprehensive taxonomy of both the desiderata and methods in interpretability
research. One important point that Lipton makes is the difference between interpretability
and an explanation; an explanation can show predictions without elucidating the mecha-
nisms by which models work [20].

In another work originally presented as a tutorial at the International Conference on
Acoustics, Speech, and Signal Processing by Montavona et al. [17], the authors propose
exact definitions of both an interpretation and an explanation. First, an interpretation is
“the mapping of an abstract concept (e.g., a predicted class) into a domain that the human
can make sense of.” They then provide some examples of interpretable domains, such as
images (arrays of pixels) and text (sequences of words), and noninterpretable domains, such
as abstract vector spaces (word embeddings). Second, an explanation is “the collection of
features of the interpretable domain, that have contributed for a given example to produce a

decision (e.g., classification or regression).” For example, an explanation can be a heatmap
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highlighting which pixels of the input image most strongly support an image classification
decision, or in natural language processing, explanations can highlight certain phrases of
text.

However, both of the previous works are written by members of the AI community,
whereas work by Miller titled “Explanation in Artificial Intelligence: Insights from the So-
cial Sciences” [21] postulates that much of the current research uses only Al researchers’
intuition of what constitutes a “good” explanation. He suggests that if the focus on ex-
plaining decisions or actions to a human observer is the goal, then if these techniques are to
succeed, the explanations they generate should have a structure that humans accept. Much
of Miller’s work highlights vast and valuable bodies of research in philosophy, psychol-
ogy, and cognitive science for how people define, generate, select, evaluate, and present
explanations, and he argues that interpretability and explainability research should lever-
age and build upon this history [21]. In another essay, Offert [127] argues that to make
interpretability more rigorous, we must first identify where it is impaired by intuitive con-
siderations. That is, we have to “consider it precisely in terms of what it is not.” While
multiple works bring different perspectives, Lipton makes the keen observation that for
the field to progress, the community must critically engage with this problem formulation

issue [20]. Further research will help solidify the notions of interpretation and explanation.

Interpretation as Qualitative Support for Model Evaluation in Application Domains

While research into interpretation itself is relatively new, its impact has already been seen
in applied deep learning contexts. A number of applied data science and Al projects that
use deep learning models include a section on interpretation to qualitatively evaluate and
support the model’s predictions and the work’s claims overall. An example of this is an ap-
proach for end-to-end neural machine translation. In the work by Johnson et al. [128], the
authors present a simple and efficient way to translate between multiple languages using
a single model, taking advantage of multilingual data to improve neural machine transla-
tion for all languages involved. The authors visualize an embedding of text sequences, for
example, sentences from multiple languages, to support and hint at a universal interlingua
representation. Another work that visualizes large machine learning embeddings is by Za-
havy et al. [126], where the authors analyze deep Q-networks (DQN), a popular reinforce-
ment learning model, to understand and describe the policies learned by DQNs for three
different Atari 2600 video games. An application for social good by Robinson et al. [129]
demonstrates how to apply deep neural networks on satellite imagery to perform popula-
tion prediction and disaggregation, jointly answering the questions “where do people live?”

and “how many people live there?”. In general, they show how their methodology can be
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an effective tool for extracting information from inherently unstructured, remotely-sensed
data to provide effective solutions to social problems.

These are only a few domains where visualization and deep learning interpretation have
been successfully used. Others include building trust in autonomous driving vehicles [130],
explaining decisions made by medical imaging models, such as MRIs on brain scans, to
provide medical experts more information for making diagnoses [131], and using visual
analytics to explore automatically-learned features from street imagery to gain perspective
into identity, function, demographics, and affluence in urban spaces, which is useful for
urban design and planning [132].

In this survey we will mention interpretation and explanation often, as they are the most
common motivations for deep learning visualization. Later, we will discuss the different
visualization techniques and visual analytics systems that focus on neural network inter-
pretability for embeddings [133], text [134, 135, 136], quantifying interpretability [137],
and many different image-based techniques stemming from the Al communities [66, 68,
138, 65, 139].

5.4.2 Debugging & Improving Models

Building machine learning models is an iterative design process [140, 141, 142], and de-
veloping deep neural networks is no different. While mathematical foundations have been
laid, deep learning still has many open research questions. For example, finding the exact
combinations of model depth, layer width, and finely tuned hyperparameters is nontriv-
ial. In response to this, many visual analytics systems have been proposed to help model
developers build and debug their models, with the hope of expediting the iterative exper-
imentation process to ultimately improve performance [74, 143, 144]. Oftentimes this
requires monitoring models during the training phase [145, 69], identifying misclassified
instances and testing a handful of well-known data instances to observe performance [39,
71, 146], and allowing a system to suggest potential directions for the model developer to
explore [147]. This reason for why we wish to visualize deep learning ultimately provides
better tools to speed up model development for engineers and researchers so that they can

quickly identify and fix problems within a model to improve overall performance.

5.4.3 Comparing & Selecting Models

While certainly related to model debugging and improvement, model comparison and se-
lection are slightly different tasks in which visualization can be useful [148, 149, 40].

Oftentimes model comparison describes the notion of choosing a single model among an
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ensemble of well-performing models. That is, no debugging needs to be done; all models
have “learned” or have been trained semi-successfully. Therefore, the act of selecting a
single, best-performing model requires inspecting model metrics and visualizing parts of
the model to pick the one that has the highest accuracy, the lowest loss, or is the most
generalizable, while avoiding pitfalls such as memorizing training data or overfitting.
Some systems take a high-level approach and compare user-defined model metrics,
like accuracy and loss, and aggregate them on interactive charts for performance com-
parison [150]. Other frameworks compare neural networks trained on different random
initializations (an important step in model design) to discover how they would affect per-
formance, while also quantifying performance and interpretation [137]. Some approaches
compare models on image generation techniques, such as performing image reconstruction
from the internal representations of each layer of different networks to compare differ-
ent network architectures [151]. Similar to comparing model architectures, some systems
solely rely on data visualization representations and encodings to compare models [152],
while others compare different snapshots of a single model as it trains over time, i.e., com-

paring a model after n; epochs and the same model after n, epochs of training time [153].

5.4.4 Teaching Deep Learning Concepts

Apart from Al experts, another important reason why we may wish to visualize deep learn-
ing is to educate non-expert users about Al. The exact definition of non-experts varies by
source and is discussed further in Subsection 5.5.3. An example that targets the general
public is Teachable Machines [154], a web-based Al experiment that explores and teaches
the foundations of an image classifier. Users train a three-way image classifier by using
their computer’s webcam to generate the training data. After providing three different ex-
amples of physical objects around the user (e.g., holding up a pencil, a coffee mug, and a
phone), the system then performs real-time inference on whichever object is in view of the
webcam, and shows a bar chart with the corresponding classification scores. Since infer-
ence is computed in real-time, the bar charts wiggles and jumps back and forth as the user
removes an object, say the pencil, from the view and instead holds up the coffee mug. The
visualization used is a simple bar chart, which provides an approachable introduction into
image classification, a modern-day computer vision and Al problem.

Another example for teaching deep learning concepts, the Deep Visualization Tool-
box [155] discussed later in this survey, also uses a webcam for instant feedback when
interacting with a neural network. Taking instantaneous feedback a step further, some
works have used direct manipulation to engage non-experts in the learning process. Ten-

sorFlow Playground [75], a robust, web-based visual analytics tool for exploring simple
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neural networks, uses direct manipulation to reinforce deep learning concepts, and impor-
tantly, evokes the user’s intuition about how neural networks work. Other non-traditional
mediums have been used to teach deep learning concepts and build an intuition for how neu-
ral networks behave too. Longform, interactive scrollytelling works focusing on particular
Al topics that use interactive visualizations as supporting evidence are gaining popularity.
Examples include “How to Use t-SNE Effectively,” where users can play with hundreds of
small datasets and vary single parameters to observe their effect on an embedding [156],
and a similar interactive article titled “Visualizing MNIST” that visualizes different types

of embeddings produced by different algorithms [157].

5.5 Who Uses Deep Learning Visualization

This section describes the groups of people who may stand to benefit from deep learning
visualization and visual analytics. We loosely organize them into three non-mutually ex-
clusive groups by their level of deep learning knowledge (most to least): model developers,
model users, and non-experts. Note that many of the works discussed can benefit multiple
groups, e.g., a model developer may use a tool aimed at non-experts to reinforce their own

intuition for how neural networks learn.

5.5.1 Model Developers & Builders

The first group of people who use deep learning visualization are individuals whose job
is primarily focused on developing, experimenting with, and deploying deep neural net-
works. These model developers and builders, whether they are researchers or engineers,
have a strong understanding of deep learning techniques and a well-developed intuition
surrounding model building. Their knowledge expedites key decisions in deep learning
workflows, such as identifying the which types of models perform best on which types of
data. These individuals wield mastery over models, e.g., knowing how to vary hyperpa-
rameters in the right fashion to achieve better performance. These individuals are typically
seasoned in building large-scale models and training them on high-performance machines
to solve real-world problems [122]. Therefore, tooling and research for these users is much
more technically focused, e.g., exposing many hyperparameters for detailed model control.

Of the existing deep learning visual analytics tools published, a handful tackle the prob-
lem of developing tools for model developers, but few have seen widespread adoption. Ar-
guably the most well-known system is TensorBoard [150]: Google’s included open-source
visualization platform for its dataflow graph library TensorFlow. TensorBoard includes a

number of built-in components to help model developers understand, debug, and optimize
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TensorFlow programs. It includes real-time plotting of quantitative model metrics during
training, instance-level predictions, and a visualization of the computational graph. The
computational graph component was published separately by Wongsuphasawat et al. [74]
and works by applying a series of graph transformations that enable standard layout tech-
niques to produce interactive diagrams of TensorFlow models.

Other tools, such as DeepEyes [144], assist in a number of model building tasks, e.g.,
identifying stable layers during the training process, identifying unnecessary layers and
degenerated filters that do not contribute to a model’s decisions, pruning such entities, and
identifying patterns undetected by the network, indicating that more filters or layers may be
needed. Another tool, Blocks [71], allows a model builder to accelerate model convergence
and alleviate overfitting, through visualizing class-level confusion patterns. Other research
has developed new metrics beyond measures like loss and accuracy, to help developers
inspect and evaluate networks while training them [145].

Some tools also address the inherent iterative nature of training neural networks. For
example, ML-o-scope [158] utilizes a time-lapse engine to inspect a model’s training dy-
namics to better tune hyperparameters, while work by Chae et al. [147] visualizes classi-
fication results during training and suggests potential directions to improve performance
in the model building pipeline. Lastly, visual analytics tools are beginning to be built for
expert users who wish to use models that are more challenging to work with. For example,
DGMTracker [69] is a visual analytics tool built to help users understand and diagnose the
training process of deep generative models: powerful networks that perform unsupervised
and semi-supervised learning where the primary focus is to discover the hidden structure

of data without resorting to external labels.

5.5.2 Model Users

The second group of people who may benefit from deep learning visualization are model
users. These are users who may have some technical background but are neural network
novices. Common tasks include using well-known neural network architectures for devel-
oping domain specific applications, training smaller-scale models, and downloading pre-
trained model weights online to use as a starting point. This group of users also include
machine learning artists who use models to enable and showcase new forms of artistic
expression.

An example visual analytics system for these model users is ActiVis [39]: a visual
analytics system for interpreting the results of neural networks by using a novel visual rep-
resentation that unifies instance- and subset-level inspections of neuron activations. Model

users can flexibly specify subsets using input features, labels, or any intermediate outcomes
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Figure 5.3: ActiVis [39]: a visual analytics system for interpreting neural network results using a
novel visualization that unifies instance- and subset-level inspections of neuron activations deployed
at Facebook.

in a machine learning pipeline. ActiVis was built for engineers and data scientists at Face-
book to explore and interpret deep learning models results and is deployed on Facebook’s
internal system. LSTMVis [143] is a visual analysis tool for recurrent neural networks
with a focus on understanding hidden state dynamics in sequence modeling. The tool al-
lows model users to perform hypothesis testing by selecting an input range to focus on local
state changes, then to match these states changes to similar patterns in a large dataset, and
finally align the results with structural annotations. The LSTMVis work describes three
types of users: architects, those who wish to develop new deep learning methodologies;
trainers, those who wish to apply LSTMs to a task in which they are domain experts in; and
end users, those who use pretrained models for various tasks. Lastly, Embedding Projec-
tor [133], while not specifically deep learning exclusive, is a visual analytics tool to support
interactive visualization and interpretation of large-scale embeddings, which are common
outputs from neural network models. The work presents three important tasks that model
users often perform while using embeddings; these include exploring local neighborhoods,
viewing the global geometry to find clusters, and finding meaningful directions within an

embedding.
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5.5.3 Non-experts

The third group of people whom visualization could aid are non-experts in deep learning.
These are individuals who typically have no prior knowledge about deep learning, and
may or may not have a technical background. Much of the research targeted at this group
is for educational purposes, trying to explain what a neural network is and how it works
at a high-level, sometimes without revealing deep learning is present. These group also
includes people who simply use Al-powered devices and consumer applications.

Apart from Teachable Machines [154] and the Deep Visualization Toolbox [155] men-
tioned in Subsection 5.4.4, TensorFlow Playground [75], a web-based interactive visual-
ization of a simple dense network, has become a go-to tool for gaining intuition about
how neural networks learn. TensorFlow Playground uses direct manipulation experimenta-
tion rather than coding, enabling users to quickly build an intuition about neural networks.
The system has been used to teach students about foundational neural network properties
by using “living lessons,” and also makes it straightforward to create a dynamic, interac-
tive educational experience. Another web-browser based system, ShapeShop [159], allows
users to explore and understand the relationship between input data and a network’s learned
representations. ShapeShop uses a feature visualization technique called class activation
maximization to visualize specific classes of an image classifier. The system allows users
to interactively select classes from a collection of simple shapes, select a few hyperparam-
eters, train a model, and view the generated visualizations all in real-time.

Tools built for non-experts, particularly with an educational focus, are becoming more
popular on the web. A number of web-based JavaScript frameworks for training neural net-
works and inference have been developed; however, ConvNetJS (http://cs.stanford.
edu/people/karpathy/convnetjs/)and TensorFlow.js (https://js.tensorflow.
org/) are the most used and have enabled developers to create highly interactive explorable

explanations for deep learning models.

5.6 What to Visualize in Deep Learning

This section discusses the technical components of neural networks that could be visual-
ized. This section is strongly related to the next section, Section 5.7 “How,” which describes
how the components of these networks are visualized in existing work. By first describing
what may be visualized (this section), we can more easily ground our discussion on how to

visualize them (next section).
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5.6.1 Computational Graph & Network Architecture

The first thing that can be visualized in a deep learning model is the model architecture.
This includes the computational graph that defines how a neural network model would
train, test, save data to disk, and checkpoint after epoch iterations [150]. Also called the
dataflow graph [150], this defines how data flows from operation to operation to success-
fully train and use a model. This is different than the neural network’s edges and weights,
discussed next, which are the parameters to be tweaked during training. The dataflow graph
can be visualized to potentially inform model developers of the types of computations oc-

curring within their model, as discussed in Subsection 5.7.1.

5.6.2 Learned Model Parameters

Other components that can be visualized are the learned parameters in the network during

and after training.

Neural Network Edge Weights Neural network models are built of many, and some-
times diverse, constructions of layers of computational units [124]. These layers send
information throughout the network by using edges that connect layers to one another, of-
tentimes in a linear manner, yet some more recent architectures have shown that skipping
certain layers and combining information in unique ways can lead to better performance.
Regardless, each node has an outgoing edge with an accompanying weight that sends signal
from one neuron in a layer to potentially thousands of neurons in an adjacent layer [75].
These are the parameters that are tweaked during the backpropagation phase of training a
deep model, and could be worthwhile to visualize for understanding what the model has

learned, as seen in Subsection 5.7.1.

Convolutional Filters Convolutional neural networks are built using a particular type of
layer, aptly called the convolutional layer. These convolutional layers apply filters over
the input data, oftentimes images represented as a two-dimensional matrix of values, to
generate smaller representations of the data to pass to later layers in the network. These
filters, like the previously mentioned traditional weights, are then updated throughout the
training process, i.e., learned by the network, to support a given task. Therefore, visualizing
the learned filters could be useful as an alternate explanation for what a model has learned
[68, 155], as seen in Subsection 5.7.6.
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5.6.3 Individual Computational Units

Albeit reductionist, neural networks can be thought as a collection of layers of neurons
connected by edge weights. Above, we discussed that the edges can be visualized, but the

neurons too can be a source of data to investigate.

Activations When given a trained model, one can perform inference on the model using
a new data instance to obtain the neural network’s output, e.g., a classification or a specific
predicted value. Throughout the network, the neurons compute activations using activation
functions (e.g., weighted sum) to combine the signal from the previous layer into a new
node [124, 155]. This mapping is one of the characteristics that allows a neural network to
learn. During inference, we can recover the activations produced at each layer. We can use
activations in multiple ways, e.g., as a collection of individual neurons, spatial positions,
or channels [70]. Although these feature representations are typically high-dimensional
vectors of the input data at a certain stage within the network [70], it could be valuable in
helping people visualize how input data is transformed into higher-level features, as seen
in Subsection 5.7.2. Feature representations may also shed light upon how the network and
its components respond to particular data instances [155], commonly called instance-level

observation; we will discuss this in detail in Subsection 5.7.4 and Subsection 5.7.5.

Gradients for Error Measurement To train a neural network, we commonly use a pro-
cess known as backpropagation [124]. Backpropagation, or sometimes called the back-
propagation of errors, is a method to calculate the gradient of a specified loss function.
When used in combination with an optimization algorithm, e.g., gradient descent, we can
compute the error at the output layer of a neural network and redistribute the error by up-
dating the model weights using the computed gradient. These gradients flow over the same
edges defined in the network that contain the weights, but flow in the opposite direction.,
e.g., from the output layer to the input layer. Therefore, it could be useful to visualize the
gradients of a network to see how much error is produced at certain outputs and where it is
distributed [160, 161], as mentioned in Subsection 5.7.6.

5.6.4 Neurons in High-dimensional Space

Continuing the discussion of visualizing activations of a data instance, we can think of
the feature vectors recovered as vectors in a high-dimensional space. Each neuron in a
layer then becomes a “dimension.” This shift in perspective is powerful, since we can now

take advantage of high-dimensional visualization techniques to visualize extracted activa-
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tions [162, 163]. Sometimes, people use neural networks simply as feature vector genera-
tors, and defer the actual task to other computational techniques, e.g., traditional machine
learning models [129, 65]. In this perspective, we now can think of deep neural networks
as feature generators, whose output embeddings could be worth exploring. A common
technique is to use dimensionality reduction to take the space spanned by the activations
and embed it into 2D or 3D for visualization purposes [163, 133, 162], as discussed in
Subsection 5.7.2.

5.6.5 Aggregated Information

Groups of Instances As mentioned earlier, instance-level activations allow one to re-
cover the mapping from data input to a feature vector output. While this can be done for a
single data instance, it can also be done on collections of instances. While at first this does
not seem like a major differentiation from before, instance groups provide some unique
advantages [39, 152]. For example, since instance groups by definition are composed of
many instances, one can compute all the activations simultaneously. Using visualization,
we can now compare these individual activations to see how similar or different they are
from one another. Taking this further, with instance groups, we can now take multiple
groups, potentially from differing classes, and compare how the distribution of activations
from one group compares or differs from another. This aggregation of known instances
into higher-level groups could be useful for uncovering the learned decision boundary in

classification tasks, as seen in Subsection 5.7.2 and Subsection 5.7.4.

Model Metrics While instance- and group-level activations could be useful for investi-
gating how neural networks respond to particular results a-priori, they suffer from scala-
bility issues, since deep learning models typically wrangle large datasets. An alternative
object to visualize are model metrics, including loss, accuracy, and other measures of er-
ror [150]. These summary statistics are typically computed every epoch and represented
as a time series over the course of a model’s training phase. Representing the state of a
model through a single number, or handful of numbers, abstracts away much of the subtle
and interesting features of deep neural networks; however, these metrics are key indica-
tors for communicating how the network is progressing during the training phase [144].
For example, is the network “learning” anything at all or is it learning “too much” and is
simply memorizing data causing it to overfit? Not only do these metrics describe notions
of a single model’s performance over time, but in the case of model comparison, these
metrics become more important, as they can provide a quick and easy way to compare

multiple models at once. For this reason, visualizing model metrics can be an important
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and powertful tool to consider for visual analytics, as discussed in Subsection 5.7.3.

5.7 How to Visualize Deep Learning

In the previous section, we described what technical components of neural networks could
be visualized. In this section, we summarize how the components are visualized and in-
teracted with in existing literature. For most neural network components, they are often
visualized using a few common approaches. For example, network architectures are often
represented as node-link diagrams; embeddings of many activations are typically repre-
sented as scatter plots; and model metrics over epoch time are almost always represented
as line charts. In this section, we will also discuss other representations, going beyond the

typical approaches.

5.7.1 Node-link Diagrams for Network Architectures

Given a neural network’s dataflow graph or model architecture, the most common way
to visualize where data flows and the magnitude of edge weights is a node-link diagram.
Neurons are shown as nodes, and edge weights as links. For computational and dataflow
graphs, Kahng et al. [39] describe two methods for creating node-link diagrams. The first
represents only operations as nodes, while the second represents both operations and data as
nodes. The first way is becoming the standard due to the popularity of TensorBoard [150]
and the inclusion of its interactive dataflow graph visualization [74]. However, displaying
large numbers of links from complex models can generate “hairball” visualizations where
many edge crossings impede pattern discovery. To address this problem, Wongsuphasawat
et al. [74] extracts high-degree nodes (responsible for many of the edge crossings), visual-
izes them separately from the main graph, and allow users to define super-groups within the
code. Another approach to reduce clutter is to place more information on each node; DGM-
Tracker [69] provides a quick snapshot of the dataflow in and out of a node by visualizing
its activations within each node.

Regarding neural network architecture, many visual analytics systems use node-link
diagrams (neurons as nodes, weights as links) [117, 75,77, 73, 160]. The weight magnitude
and sign can then be encoded using color or link thickness. This technique was one of the
the first to be proposed [117], and the trend has continued on in literature. Building on
this technique, Harley [77] visualizes the convolution windows on each layer and how
the activations propagate through the network to make the final classification. Similar to
the dataflow graph examples above, some works include richer information inside each

node besides an activation value, such as showing a list of images that highly activate
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Activation patterns are more discernible as data flows through the network
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Figure 5.4: Each point is a data instance’s high-dimensional activations at a particular layer inside
of a neural network, dimensionally reduced, and plotted in 2D. Notice as the data flows through the
network the activation patterns become more discernible (left to right) [39].

that neuron or the activations at a neuron as a matrix [73]. As mentioned in the dataflow
graph visualizations, node-link diagrams for network architecture work well for smaller
networks [75], but they also suffer from scalabilty issues. CNNVis [73], a visual analytics
system that visualizes convolutional neural networks, proposes to use a bi-clustering-based

edge bundling technique to reduce visual clutter caused by too many links.

5.7.2 Dimensionality Reduction & Scatter Plots

In Section 5.6, “What,” we discussed different types of high-dimensional embeddings: text
can be represented as vectors in word embeddings for natural language processing and
images can be represented as feature vectors inside of a neural network. Both of these
types of embeddings are mathematically represented as large tensors, or sometimes as 2D
matrices, where each row may correspond to an instance and each column a feature.

The most common technique to visualize these embeddings is performing dimension-
ality reduction to reduce the number of columns (e.g., features) to two or three. Projecting
onto two dimensions would mean computing (x,y) coordinates for every data instance; for
three dimensions, we compute an additional z component, resulting in (x,y,z). In the 2D
case, we can plot all data instances as points in a scatter plot where the axes may or may
not have interpretable meaning, depending on the reduction technique used, e.g., principal
component analysis (PCA) or t-distributed stochastic neighbor embedding (t-SNE) [163].
In the 3D case, we can still plot each data instance as a point in 3D space and use inter-
actions to pan, rotate, and navigate this space [133]. These types of embeddings are often
included in visual analytics systems as one of the main views [144, 160], and are also used

in application papers as static figures [128, 126]. However, viewing a 3D space on a 2D
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medium (e.g., computer screen) may not be ideal for tasks like comparing exact distances.

Since each reduced point corresponds to an original data instance, another common
approach is to retrieve the original image and place it at the reduced coordinate location.
Although the image size must be greatly reduced to prevent excessive overlap, viewing all
the images at once can provide insight into what a deep learning model has learned, as seen
in the example in [151] where the authors visualize ImageNet test data, or in [164] where
the authors create many synthetic images from a single class and compare the variance
across many random initial starting seeds for the generation algorithm. We have discussed
the typical case where each dot in the scatter plot is a data instance, but some work has
also visualized neurons in a layer as separate data instances [145]. Another work studies
closely how data instances are transformed as their information is passed through the deep
network, which in effect visualizes how the neural network separates various classes along
approximated decision boundaries [162]. It is also possible to use time-dependent data
and visualize how an embedding changes over time, or in the case of deep learning, over
epochs [165]. This can be useful for evaluating the quality of the embedding during the
training phase.

However, these scatter plots raise problems too. The quality of the embeddings greatly
depends on the algorithm used to perform the reduction. Some works have studied how
PCA and t-SNE differ, mathematical and visually, and suggest new reduction techniques to
capture the semantic and syntactic qualities within word embeddings [166]. It has also been
shown that popular reduction techniques like t-SNE are sensitive to changes in the hyper-
parameter space. Wattenberg meticulously explores the hyperparameter space for t-SNE,
and offers lessons learned and practical advice for those who wish to use dimensionality
reduction methods [156]. While these techniques are commonplace, there are still iterative
improvements that can be done using clever interaction design, such as finding instances
similar to a target instance, i.e., those “near” the target in the projected space, helping

people build intuition for how data is spatially arranged [133].

5.7.3 Line Charts for Temporal Metrics

Model developers track the progression of their deep learning models by monitoring and
observing a number of different metrics computed after each epoch, including the loss, ac-
curacy, and different measure of errors. This can be useful for diagnosing the long training
process of deep learning models., The most common visualization technique for visualizing
this data is by considering the metrics as time series and plotting them in line charts [150].
This approach is widely used in deep learning visual analytics tools [144, 160]. After each
epoch, a new entry in the time series is computed, therefore some tools, like TensorBoard,
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run alongside models as they train and update with the latest status [150]. TensorBoard
focuses much of its screen real-estate to these types of charts and supports interactions for
plotting multiple metrics in small multiples, plotting multiple models on top of one another,
filtering different models, providing tooltips for the exact metric values, and resizing charts
for closer inspection. This technique appears in many visual analytics systems and has

become a staple for model training, comparison, and selection.

5.7.4 Instance-based Analysis & Exploration

Another technique to help interpret and debug deep learning models is testing specific data
instances to understand how they progress throughout a model. Many experts have built
up their own collection of data instances over time, having developed deep knowledge
about their expected behaviors in models while also knowing their ground truth labels [39,
35]. For example, an instance consisting of a single image or a single text phrase is much
easier to understand than an entire image dataset or word embedding consisting of thou-
sands of numerical features extracted from an end user’s data. This is called instance-level
observation, where intensive analysis and scrutiny is placed on a single data instance’s

transformation process throughout the network, and ultimately its final output.

ldentifying & Analyzing Misclassified Instances

One application of instance-level analysis is using instances as unit tests for deep learning
models. In the best case scenario, all the familiar instances are classified or predicted cor-
rectly; however, it is important to understand when a specific instance can fail and how it
fails. For example, in the task of predicting population from satellite imagery, the authors
showcase three maps of areas with high errors by using a translucent heatmap overlaid on
the satellite imagery [129]. Inspecting these instances reveals three geographic areas that
contain high amounts of man-made features and signs of activity but have no registered
people living in them: an army base, a national lab, and Walt Disney World. The visualiza-
tion helps demonstrate that the proposed model is indeed learning high-level features about
the input data. Another technique, HOGgles [167], uses an algorithm to visualize feature
spaces by using object detectors while inverting visual features back to natural images. The
authors find that when visualizing the features of misclassified images, although the classi-
fication is wrong in the image space, they look deceptively similar to the true positives in
the feature space. Therefore, by visualizing feature spaces of misclassified instances, we
can gain a more intuitive understanding of recognition systems.

For textual data, a popular technique for analyzing particular data instances is to use
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color as the primary encoding. For example, the background of particular characters in a
phrase of words in a sentence would be colored using a divergent color scheme according
to some criteria, often their activation magnitudes [135, 136, 168]. This helps identify
particular data instances that may warrant deeper inspection (e.g., those misclassified) [35].
When pre-defined data instances are not unavailable (e.g., when analyzing a new dataset),
how can we guide users towards important and interesting instances? To address this prob-
lem, a visual analytics system called Blocks [71] uses confusion matrices, a technique for
summarizing the performance of a classification algorithm, and matrix-level sorting in-
teractions to reveal that class error often occurs in hierarchies. Blocks incorporates these
techniques with a sample viewer in the user interface to show selected samples potentially

worth exploring.

Analyzing Groups of Instances

Instead of using individual data instances for testing and debugging a model, it is also
common for experts to perform similar similar tasks using groups of instances [35]. While
some detail may be lost when performing group-level analysis it allows experts to further
test the model by evaluating its average and aggregate performance across different groups.
Much of the work using this technique is done on text data using LSTM models [143].
Some approaches compute the saliency for groups of words across the model and visualize
the values as a matrix [134], while others use matrix visualizations to show the activations
of word groups when represented as feature vectors in word embeddings [146, 169]. One
system, ActiVis [39], places instance group analysis at the focus of its interactive interface,
allowing users to compare preset and user-defined groups of activations. Similar to the ma-
trix visualization that summarizes activations for each class in CNNVis [73], ActiVis also
uses a scrolling matrix visualization to unify both instance-level and group-level analysis
into a single view where users can compare the activations of the user-defined instances.
However, sometimes it can be challenging to define groups for images or text. For
textual data, people often use words to group documents and provide aggregated data.
ConceptVector [170] addresses the instance group generation problem by providing an
interactive interface to create interesting groups of concepts for model testing. Furthermore,
this system also suggests additional words to include in the user-defined groups, helping

guide the user to create semantically sound concepts.
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5.7.5 Interactive Experimentation

Interactive experimentation, another interesting area that integrates deep learning visual-
ization, makes heavy use of interactions for users to experiment with models [5]. By using
direct manipulation for testing models, a user can pose “what if?” questions and observe
how the input data affects the results. Called explorable explanations [171], this type of

visual experimentation is popular for making sense of complex concepts and systems.

Models Responding to User-provided Input Data

To engage the user with the desired concepts to be taught, many systems require the user
to provide some kind of input data into the system to obtain results. Some visual analytics
systems use a webcam to capture live videos, and visualize how the internals of neural net-
work models respond to these dynamic inputs [155]. Another example is a 3D visualization
of a CNN trained on the classic MNIST dataset that shows the convolution windows and
activations on images that the user draws by hand [77]. MNIST is a small, popular dataset
consisting of thousands of 28 x28px images of handwritten digits (0 to 9). MNIST is com-
monly used as a benchmark for image classification models!. For example, drawing a “5”
in the designated area passes that example throughout the network and populates the vi-
sualization with the corresponding activations using a node-link diagram. A final example
using image data is ShapeShop [159], a system that allows a user to select data from a bank
of simple shapes to be classified. The system then trains a neural network and using the
class activation maximization technique to generate visualizations of the learned features
of the model. This can be done in real-time, therefore a user can quickly train multiple
models with different shapes to observe the effect of adding more diverse data to improve
the internal model representation.

An example using textual data is the online, interactive Distill article for handwriting
prediction [136], which allows a user to write words on screen, and in real-time, the system
draws multiple to-be-drawn curves predicting what the user’s next stroke would be, while
also visualizing the model’s activations. Another system uses GANS to interactively gener-
ate images based off of user’s sketches [172]. By sketching a few colored lines, the system
presents the user with multiple synthetic images using the sketch as a guideline for what to
generate. A final example is the Adversarial Playground [173], a visual analytics system
that enables users to compare adversarially-perturbed images, to help users understand why
an adversarial example can fool a CNN image classifier. The user can select from one of

the MNIST digits and adjust the strength of adversarial attack. The system then compares

'http://yann.lecun.com/exdb/mnist/
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Figure 5.5: TensorFlow Playground [75]: a web-based visual analytics tool for exploring simple
neural networks that uses direct manipulation rather than programming to teach deep learning con-
cepts and develop an intuition about how neural networks behave.

the classifications scores in a bar chart to observe how simple perturbations can greatly
impact classification accuracy.

How Hyperparameters Affect Results

While deep learning models automatically adjust their internal parameters, their hyperpa-
rameters still require fine-tuning. These hyperparameters can have major impact on model
performance and robustness. Some visual analytics systems expose model hyperparameters
to the user for interactive experimentation. One example previously mentioned is Tensor-
Flow Playground [75], where users can use direct manipulation to adjust the architecture
of a simple, fully-connected neural network, as well as the hyperparameters associated
with its training, such as the learning rate, activation function, and regularization. Another
example is a Distill article that meticulously explores the hyperparaemters of the t-SNE
dimensionality reduction method [156]. This article tests dozens of synthetic datasets in
different arrangements, while varying hyperparameters such as the t-SNE perplexity and

the number of iterations to run the algorithm for.

5.7.6 Algorithms for Attribution & Feature Visualization

The final method for how to visualize deep learning hails from the Al and computer vi-

sion communities. These are algorithmic techniques that entail image generation. Given
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a trained a model, one can select a single image instance and use one of the algorithmic
techniques to generate a new image of the same size that either highlights important regions
of the image (often called attribution) or is an entirely new image that supposedly is repre-
sentative of the same class (often called feature visualization) [62, 70]. In these works, it is
common to see large, full-page figures consisting of hundreds of such images correspond-
ing to multiple images classes [174]. However, it is uncommon to see interactivity in these
works, as the primary contribution is often about algorithms, not interactive techniques or
systems. Since the focus of this interrogative survey is on visual analytics in deep learn-
ing, we do not discuss in detail the various types of algorithmic techniques. Rather, we
mention the most prominent techniques developed, since they are impactful to the growing
field of deep learning visualization and could be incorporated into visual analytics sys-
tems in the future. For more details about these techniques, such as input modification,
deconvolutional methods [68], and input reconstruction methods, we refer our readers to
the taxonomies [175] and literature surveys for visualizing learned features in CNNs [120,
176], and a tutorial that presents the theory behind many of these interpretation techniques

and discusses tricks and recommendations to efficiently use them on real data [17].

Heatmaps for Attribution, Attention, & Saliency One research area generates translu-
cent heatmaps that overlay images to highlight important regions that contribute towards
classification and their sensitivity [65, 177, 178, 138, 179]. One technique called visual
backpropagation attempts to visualize which parts of an image have contributed to the
classification, and can do so in real-time in a model debugging tool for self-driving vehi-
cles [130]. Another technique is to invert representations, i.e., attempt to reconstruct an
image using a feature vector to understand the what a CNN has learned [180, 181, 151].
Prediction difference analysis is a method that highlights features in an image to provide
evidence for or against a certain class[131]. Other work hearkens back to more traditional
computer vision techniques by exploring how object detectors emerge in CNNs and at-
tempts to give humans object detector vision capabilities to better align humans and deep
learning vision for images [182, 167]. Visualizing CNN filters is also popular, and has fa-
mously shown to generate dream-like images, becoming popular in artistic tasks [64, 183]
. Some work for interpreting visual question answering (VQA) models and tasks use these
heatmaps to explain which parts of an image a VQA model is looking at in unison with text
activation maps when answering the given textual questions [168]. However, recent work
has shown that some of these methods fail to provide correct results and argue that we
should develop explanation methods that work on simpler models before extending them

to the more complex ones [176].

79



Feature Visualization For feature visualization, while some techniques have proven in-
teresting [184], one of the most studied techniques, class activation maximization, max-
imizes the activation of a chosen, specific neuron using an optimization scheme, such as
gradient ascent, and generates synthetic images that are representative of what the model
has learned about the chosen class [66]. This led to a number of works improving the qual-
ity of the generated images. Some studies generated hundreds of these non-deterministic
synthetic images and clustered them to see how variations in the class activation maximiza-
tion algorithm affects the output image [164]. In some of their most recent work on this
topic, Ngyuen et al. [139] present hundreds of high-quality images using a deep generator
network to improve upon the state-of-the-art, and include figures comparing their technique
to many of the existing and previous attempts to improve the quality of generated images.
The techniques developed in this research area have improved dramatically over the past
few years, where now it is possibly to synthetically generate photorealistic images [185].
A recent comparison of feature visualization techniques highlights their usefulness [62];
however, the authors note that they remain skeptical of their trustworthiness, e.g., do neu-
rons have a consistent meaning across different inputs, and if so, is that meaning accurately

reified by feature visualization [70]?

5.8 When to Visualize in the Deep Learning Process

This section describes when visualizing deep learning may be most relevant and useful.
Our discussion primarily centers around the training process: an iterative, foundational
procedure for using deep learning models. We identify two distinct, non-mutually exclusive
times for when to visualize: during training and after training. Some works propose that

visualization be used both during and after training.

5.8.1 During Training

Artificial neural networks learn higher-level features that are useful for class discrimina-
tion as training progress [186]. By using visualization during the training process, there
is potential to monitor one’s model as it learns to closely observe and track the model’s
performance [162].

Many of the systems in this category run in a separate web-browser alongside the train-
ing process, and interface with the underlying model to query the latest model status. This
way, users can visually explore and rigorously monitor their models in real time, while they
are trained elsewhere. The visualization systems dynamically update the charts with met-

rics recomputed after every epoch, e.g., the loss, accuracy, and training time. Such metrics
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are important to model developers because they rely on them to determine if a model (1)
has begun to learn anything at all; (2) is converging and reaching the peak of its perfor-
mance; or (3) has potentially overfitted and memorized the training data. Therefore, many
of the visual analytics systems used during training support and show these updating visu-
alizations as a primary view in the interface [150, 75, 160, 144, 69, 147]. One system, Deep
View [145], visualizes model metrics during the training process and uses its own defined
metrics for monitoring (rather than the loss): a discriminability metric, which evaluates
neuron evolution, and a density metric which evaluates the output feature maps. This way,
for detecting overfitting, the user does not need to wait long to view to infer overfitting;
they simply observe the neuron density early in training phase.

Similarly, some systems help reduce development time and save computational re-
sources by visualizing metrics that indicate whether a model is successfully learning or
not, allowing a user to stop the training process early [75]. By using visualization during
model training, users can save development time through model steering [160] and utiliz-
ing suggestions for model improvement [147]. Lastly, another model development time
minimization focuses on diagnosing neurons and layers that are not training correctly or
are misclassifying data instances. Examples include DeepEyes [144], a system that iden-
tifies stable and unstable layers and neurons so users may prune their models to speed up
training; Blocks [71], a system that visualizes class confusion and reveals that confusion
patterns follow a hierarchical structure over the classes which can then be exploited to de-
sign hierarchy-aware architectures; and DGMTracker [69], a system that proposes a credit
assignment algorithm that indicates how other neurons contribute to the output of particular

failing neurons.

5.8.2 After Training

While some works support neural network design during the iterative model building pro-
cess, there are other works that focus their visualization efforts after a model has been
trained. In other words, these works assume a trained model as input to the system or
visualization technique. Note that many, if not most, of the previously mentioned algorith-
mic techniques developed in the Al fields, such as attribution and feature visualization, are
performed after training. These techniques are discussed more in Subsection 5.7.6.

The Embedding Projector [133] specializes in visualizing 2D and 3D embeddings pro-
duced by trained neural networks. While users can visualize typical high-dimensional
datasets in this tool, the Embedding Projector tailors the experience towards embeddings
commonly used deep learning. Once a neural network model has been trained, one can

compute the activations for a given test dataset and visualize the activations in the Embed-
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ding Projector to visualize and explore the space that the network has learned. Instead of
generating an overview embedding, another previously discussed system, the Deep Visu-
alization Toolbox [155], uses a trained model to visualize live activations in a large small-
multiples view to understand of what types of filters a convolutional network has learned.
More traditional visual analytics systems have also been developed to inspect a model
after it has finished training. ActiVis [39], a visual analytics system for neural network in-
terpretation deployed at Facebook reports that Facebook engineers and data scientists use
visual analytics systems often in their normal workflow. Another system, RNNVis [152],
visualizes and compares different RNN models for various natural language processing
tasks. This system positions itself as a natural extension of TensorFlow; using multiple
TensorFlow models as input, the system then analyzes the trained models to extract learned
representations in hidden states, and further processes the evaluation results for visualiza-
tion. Lastly, the LSTMVis [143] system, a visual analysis tool for RNN interpretability,
separates model training from the visualization. This system takes a model as input that
must be trained separately, and from the model, gathers the required information to produce

the interactive visualizations to be rendered in a web-based front-end.

5.9 Where is Deep Learning Visualization

For the last question of the interrogative survey, we divide up “Where” into two subsections:
where deep learning visualization research has been applied, and where deep learning vi-
sualization research has been conducted, describing the new and hybrid community. This
division provides a concise summary for practitioners who wish to investigate the usage of
the described techniques for their own work, and provides new researchers with the main

venues for this research area to investigate existing literature.

5.9.1 Application Domains & Models

While many non-neural approaches are used for real-world applications, deep learning has
successfully achieved state-of-the-art performance in several domains. Previously in Sub-
section 5.4.1, we presented works that apply neural networks to particular domains and
use visualizations to lend qualitative support to their usual quantitative results to strengthen
users’ trust in their models. These domains included neural machine translation [128], rein-
forcement learning [126], social good [129], autonomous vehicles [130], medical imaging
diagnostics [131], and urban planning [132].

Next we summarize the types of models that have been used in deep learning visual-

ization. Much of the existing work has used image-based data and models, namely CNNss,
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Figure 5.6: Distill: The Building Blocks of Interpretability [70]: an interactive user interface that
combines feature visualization and attribution techniques to interpret neural networks.

to generate attribution and feature visualization explanations for what a model has learned
from an image dataset. CNNs, while not exclusively used for images, have become popular
in the computer vision community and are often used for image classification and interac-
tive, image-based creative tasks [172, 187]. Besides images, sequential data (e.g., text,
time series data, and music) has also been studied. This research stems from the natu-
ral language processing community, where researchers typically favor RNNs for learning
representations of large text corpora. These researchers make sense of large word embed-
dings by using interactive tools that support dimensionality reduction techniques to solve
problems such as sequence-to-sequence conversion, translation, and audio recognition. Re-
search combining both image and text data has also been done, such as image captioning
and visual question answering [188, 189]. Harder still are new types of networks called
generative adversarial networks, or GANs for short, that have produced remarkable re-
sults for data generation [190], e.g., producing real-looking yet fake images [191]. While
GANSs have only existed for a couple of years, they are now receiving significant research
attention. To make sense of the learned features and distributions from GANSs, two visual
analytics systems, DGMTracker [69] and GANViz [192], focus on understanding the train-
ing dynamics of GANs to help model developers better train these complex models, often

consisting of multiple dueling neural networks.
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5.9.2 A Vibrant Research Community: Hybrid, Apace, & Open-sourced

As seen from this survey, bringing together the visualization communities with the Al com-
munities has led to the design and development of numerous tools and techniques for im-
proving deep learning interpretability and democratization. This hybrid research area has
seen accelerated attention and interest due to its widespread impact, as evidenced by the
large number of works published in just a few years, as seen in Figure 5.2. A consequence
of this rapid progress is that deep learning visualization research are being disseminated
across multiple related venues. In academia, the premiere venues for deep learning visu-
alization research consists of two main groups: the information visualization and visual
analytics communities; and the artificial intelligence and deep learning communities. Fur-
thermore, since this area is relatively new, it has seen more attention at multiple workshops
at the previously mentioned academic conferences, as tabulated in Table 5.1.

Another consequence of this rapidly developing area is that new work is immediately
publicized and open-sourced, without waiting for it to be “officially” published at confer-
ences, journals, etc. Many of these releases take the form of a preprint publication posted
on arXiv, where a deep learning presence has thrived. Not only is it common for academic
research labs and individuals to publish work on arXiv, but companies from industry are
also publishing results, code, and tools. For example, the most popular libraries? for imple-
menting neural networks are open-source and have consistent contributions for improving
all areas of the codebase, e.g., installation, computation, and deployment into specific pro-
gramming languages’ open-source environments.

Some works have a corresponding blog post on an industry research blog,> which,
while non-traditional, has large impact due to their prominent visibility and large read-
ership. While posting preprints may have its downsides (e.g., little quality control) the
communities have been promoting the good practices of open-sourcing developed code
and including direct links within the preprints; both practices are now the norm. Although
it may be overwhelming to digest the amount of new research published daily, having ac-
cess to the work with its code could encourage reproducibility and allow the communities
to progress faster. In summary, given the increasing interest in deep learning visualization
research and its importance, we believe our communities will continue to thrive, and will

positively impact many domains for years to come.

ZPopular libraries include TensorFlow [150], Keras, PyTorch, Caffe, PyTorch, and Theano.
SHigh impact industry blogs include: Google Research Blog, OpenAl, Facebook Research Blog, the
Apple Machine Learning Journal, NVIDIA Deep Learning Al, and Uber Al
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5.10 Conclusion

We presented a comprehensive, timely survey on visualization and visual analytics in deep
learning research, using a human-centered, interrogative framework. Our method helps
researchers and practitioners in visual analytics and deep learning to quickly learn key
aspects of this young and rapidly growing body of research, whose impact spans a broad
range of domains. Our survey goes beyond visualization-focused venues to extend a wide
scope that also encompasses relevant works from top venues in Al, ML, and computer
vision. We highlighted visual analytics as an integral component in addressing pressing
issues in modern Al, helping to discover and communicate insight, from discerning model

bias, understanding models, to promoting Al safety.
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CHAPTER 6
SUMMIT: VISUALIZING ACTIVATION AND ATTRIBUTION
SUMMARIZATIONS

Deep learning is increasingly used in decision-making tasks. However, understanding how
neural networks produce final predictions remains a fundamental challenge. Existing work
on interpreting neural network predictions for images often focuses on explaining predic-
tions for single images or neurons. As predictions are often computed from millions of
weights that are optimized over millions of images, such explanations can easily miss a
bigger picture. We present SUMMIT, an interactive system that scalably and systemati-
cally summarizes and visualizes what features a deep learning model has learned and how
those features interact to make predictions. SUMMIT introduces two new scalable sum-
marization techniques: (1) activation aggregation discovers important neurons, and (2)
neuron-influence aggregation identifies relationships among such neurons. SUMMIT com-
bines these techniques to create the novel attribution graph that reveals and summarizes
crucial neuron associations and substructures that contribute to a model’s outcomes. SUM-
MIT scales to large data, such as the ImageNet dataset with 1.2M images, and leverages
neural network feature visualization and dataset examples to help users distill large, com-
plex neural network models into compact, interactive visualizations. We present neural
network exploration scenarios where SUMMIT helps us discover multiple surprising in-
sights into a prevalent, large-scale image classifier’s learned representations and informs
future neural network architecture design. The SUMMIT visualization runs in modern web

browsers and is open-sourced.

6.1 Introduction

Deep learning is increasingly used in decision-making tasks, due to its high performance
on previously-thought hard problems and a low barrier to entry for building, training, and
deploying neural networks. Inducing a model to discover important features from a dataset
is a powerful paradigm, yet this introduces a challenging interpretability problem — it is
hard for people to understand what a model has learned. This is exacerbated in situations
where a model could have impact on a person’s safety, financial, or legal status [23]. Def-
initions of interpretability center around human understanding, but they vary in the aspect

of the model to be understood: its internals [15], operations [16], mapping of data [17], or
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Figure 6.1: With Summit, users can scalably summarize and interactively interpret deep neural
networks by visualizing what features a network detects and how they are related. In this example,
INCEPTIONV 1 accurately classifies images of tench (yellow-brown fish). However, SUMMIT re-
veals surprising associations in the network (e.g., using parts of people) that contribute to its final
outcome: the “tench” prediction is dependent on an intermediate “hands holding fish” feature (right
callout), which is influenced by lower-level features like “scales,” “person,” and “fish”. (A) Em-
bedding View summarizes all classes’ aggregated activations using dimensionality reduction. (B)
Class Sidebar enables users to search, sort, and compare all classes within a model. (C) Attribu-
tion Graph View visualizes highly activated neurons as vertices (‘“scales,” “fish”’) and their most
influential connections as edges (dashed purple edges).

representation [18]. Although recent work has begun to operationalize interpretability [7],
a formal, agreed-upon definition remains open [19, 20].

Existing work on interpreting neural network predictions for images often focuses on
explaining predictions for single images or neurons [193, 178, 62, 70]. As large-scale
model predictions are often computed from millions of weights optimized over millions of
images, such explanations can easily miss a bigger picture. Knowing how entire classes are
represented inside of a model is important for trusting a model’s predictions and decipher-
ing what a model has learned [18], since these representations are used in diverse tasks like
detecting breast cancer [194, 195], predicting poverty from satellite imagery [84], defend-
ing against adversarial attacks [196], transfer learning [197, 198], and image style trans-
fer [199]. For example, high-performance models can learn unexpected features and asso-
ciations that may puzzle developers. Conversely, when models perform poorly, developers
need to understand their causes to fix them [39, 18]. As demonstrated in Figure 6.1, IN-
CEPTIONV 1, a prevalent, large-scale image classifier, accurately classifies images of tench
(yellow-brown fish). However, our system, SUMMIT, reveals surprising associations in the

network that contribute to its final outcome: tench is dependent on an intermediate person-
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related “hands holding fish” feature (right callout) influenced by lower-level features like
“scales,” “person,” and “fish”. There is a lack of research in developing scalable summa-
rization and interactive interpretation tools that simultaneously reveal important neurons

and their relationships. SUMMIT aims to fill this critical research gap.

Contributions. In this work, we contribute:

* SUMMIT, an interactive system for scalable summarization and interpretation
for exploring entire learned classes in prevalent, large-scale image classifier models,
such as INCEPTIONV1 [110]. SUMMIT leverages neural network feature visualiza-
tion [62, 63, 64, 65, 66] and dataset examples to distill large, complex neural network

models into compact, interactive graph visualizations (Section 6.6).

* Two new scalable summarization techniques for deep learning interpretability:
(1) activation aggregation discovers important neurons (Subsection 6.5.1), and (2)
neuron-influence aggregation identifies relationships among such neurons (Subsec-
tion 6.5.2). These techniques scale to large data, e.g., ImageNet ILSVRC 2012 with
1.2M images [114].

 Attribution graph, a novel way to summarize and visualize entire classes, by
combining our two scalable summarization techniques to reveal crucial neuron as-
sociations and substructures that contribute to a model’s outcomes, simultaneously
highlighting what features a model detects, and how they are related (Figure 6.2).
By using a graph representation, we can leverage the abundant research in graph
algorithms to extract attribution graphs from a network that show neuron relation-
ships and substructures within the entire neural network that contribute to a model’s

outcomes (Subsection 6.5.3).

* An open-source, web-based implementation that broadens people’s access to in-
terpretability research without the need for advanced computational resources. Our
work joins a growing body of open-access research that aims to use interactive vi-
sualization to explain complex inner workings of modern machine learning tech-
niques [171, 76, 75]. Our computational techniques for aggregating activations,
aggregating influences, generating attribution graphs and their data, as well as the
SUMMIT visualization, are open-sourced.! The system is available at the following

public demo link: https://fredhohman.com/summit/.

Visualization: https://github.com/fredhohman/summit.
Code: https://github.com/fredhohman/summit-notebooks.
Data: https://github.com/fredhohman/summit-data.
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Figure 6.2: A high-level illustration of how we take thousands of images for a given class, e.g.,
images from white wolf class, compute their top activations and attributions, and combine them to
form an attribution graph that shows how lower-level features (“legs”) contribute to higher-level
ones (“white fur”), and ultimately the final outcome.

Neural network exploration scenarios. Using SUMMIT, we investigate how a widely-
used computer vision model hierarchically builds its internal representation that has merely
been illustrated in previous literature. We present neural network exploration scenarios
where SUMMIT helps us discover multiple surprising insights into a prevalent, large-scale
image classifier’s learned representations and informs future neural network architecture

design (Section 6.7).

Broader impact for visualization in AI. We believe our summarization approach that
builds entire class representations is an important step for developing higher-level expla-
nations for neural networks. We hope our work will inspire deeper engagement from both
the information visualization and machine learning communities to further develop human-

centered tools for artificial intelligence [171, 45].

6.2 Design Challenges

Our goal is to build an interactive visualization tool for users to better understand how neu-
ral networks build their hierarchical representation. To develop our summarization tech-
niques and design SUMMIT, we identified five key challenges.

C1. ScCALABILITY Scaling up explanations and representations to entire classes, and
ultimately, datasets of images. Much of the existing work on interpreting neural
networks focuses on visualizing the top independent activations or attributions for a
single image [193, 178, 62, 70]. While this can be useful, it quickly becomes tire-
some to inspect these explanations for more than a handful of images. Furthermore,

since every image may contain different objects, to identify which concepts are rep-
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C2.

C3.

C4.

Cs.

resentative of the learned model for a specific class, users must compare many image

explanations together to manually find commonalities.

INFLUENCE Discovering influential connections in a network that most repre-
sents a learned class. In dense neural network models, scalar edge weights directly
connect neurons in a previous layer to neurons in a following layer; in other words,
the activation of single neuron is expressed as a weighted sum of the activations from
neurons in the previous layer [124]. However, this relationship is more complicated
in convolutional neural networks. Images are convolved to form many 2D activation
maps, that are eventually summed together to form the next layers activations. There-
fore, it becomes non-trivial to determine the effect of a single convolutional filter’s

effect on later layers.

VISUALIZATION Synthesizing meaningful, interpretable visualizations with im-
portant channels and influential connections. Given a set of top activated neurons
for a collection of images, and the impact convolutional filters have on later layers,
how do we combine these approaches to form a holistic explanation that describes an
entire class of images? Knowing how entire classes are represented inside of a model
is important for trusting a model’s predictions [18], aiding decision making in disease
diagnosis [194, 195], devising security protocols [196], and fixing under-performing
models [39, 18].

INTERACTION Interactive exploration of hundreds of learned class representa-
tions in a model. How do we support interactive exploration and interpretation of
hundreds or even thousands of classes learned by a prevalent, large-scale deep learn-
ing model? Can an interface support both high-level overviews of learned concepts
in a network, while remaining flexible to support filtering and drilling down into spe-
cific features? Whereas C1 focuses on the summarization approaches to scale up
representations, this challenge focuses on interaction approaches for users to work

with the summarized representations.

RESEARCH ACCESS High barrier of entry for understanding large-scale neu-
ral networks. Currently, deep learning models require extensive computational re-
sources and time to train and deploy. Can we make understanding neural networks
more accessible without such resources, so that everyone has the opportunity to learn

and interact with deep learning interpretability?
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6.3

Design Goals

Based on the identified design challenges (Section 6.2), we distill the following main design

goals for SUMMIT, an interactive visualization system for summarizing what features a

neural network has learned.

Gl.

G2.

G3.

G4.

Aggregating activations by counting top activated channels. Given the activations
for an image, we can view them channel-wise, that is, a collection of 2D matrices
where each encodes the magnitude of a detected feature by that channel’s learned
filter. We aim to identify which channels have the strongest activation for a given
image, so that we can record only the topmost activated channels for every image, and
visualize which channels, in aggregate, are most commonly firing a strong activation
(C1). This data could then be viewed as a feature of vector for each class, where
the features are the counts of images that had a specific channel as a top channel
(Subsection 6.5.1).

Aggregating influences by counting previous top influential channels. We aim to
identify the most influential paths data takes throughout a network. If aggregated for
every image, we could use intermediate outputs of the fundamental convolutional op-
eration used inside of CNNs (C2) to help us determine which channels in a previous
layer have the most impact on future channels for a given class of images (Subsec-
tion 6.5.2).

Finding what neural networks look for, and how they interact. To visualize how
low-level concepts near early layers of a network combine to form high-level con-
cepts towards later layers, we seek to form a graph from the entire neural network,
using the aggregated influences as an edge list and aggregated activations as ver-
tex values. With a graph representation, we could leverage the abundant research in
graph algorithms, such as Personalized PageRank, to extract a subgraph that best cap-
tures the important vertices (neural network channels) and edges (influential paths)
in the network (Subsection 6.5.3). Attribution graphs would then describe the most
activated channels and attributed paths between channels that ultimately lead the net-

work to a final prediction (C3).

Interactive interface to visualize classes attribution graphs of a model. We aim to
design and develop an interactive interface that can visualize entire attribution graphs
(Section 6.6). Our goal is to support users to freely inspect any class within a large

neural network classifier to understand what features are learned and how they relate
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to one another to make predictions for any class (C4). Here, we also want to use state-
of-the-art deep learning visualization techniques, such as pairing feature visualization

with dataset examples, to make channels more interpretable (Subsection 6.6.3).

GS. Deployment using cross-platform, lightweight web technologies. To develop a vi-
sualization that is accessible for users without specialized computational resources,
in SUMMIT we use modern web browsers to visualize attribution graphs (Section 6.6).

We also open-source our code to support reproducible research (C5).

6.4 Model Choice and Background

In this work, we demonstrate our approach on INCEPTIONV 1 [110], a prevalent, large-
scale convolutional neural network (CNN) that achieves top-5 accuracy of 89.5% on the
ImageNet dataset that contains over 1.2 millions images across 1000 classes. INCEP-
TIONV 1 is composed of multiple inception modules: self-contained groups of parallel
convolutional layers. The last layer of each inception module is given a name of the form
“mixed{number}{letter},” where the {number} and {letter} denote the location of a layer
in the network; for example, mixed3b (an earlier layer) or mixed4e (a later layer). In IN-
CEPTIONV 1, there are 9 such layers: mixed3{a,b}, mixed4{a,b,c.d,e}, and mixed5{a,b}.
While there are more technical complexities regarding neural network design within each
inception module, we follow existing interpretability literature and consider the 9 mixed
layers as the primary layers of the network [62, 70]. Although our work makes this model
choice, our proposed summarization and visualization techniques can be applied to other

neural network architectures in other domains.

6.5 Creating Attribution Graphs by Aggregation

SUMMIT introduces two new scalable summarization techniques: (1) activation aggrega-
tion discovers important neurons, and (2) neuron-influence aggregation identifies relation-
ships among such neurons. SUMMIT combines these techniques to create the novel ar-
tribution graph that reveals and summarizes crucial neuron associations and substructures
that contribute to a model’s outcomes. Attribution graphs tell us what features a neural
network detects, and how those features are related. Below, we formulate each technique,
and describe how we combine them to generate attribution graphs (Subsection 6.5.3) for
CNN:E.

92



top channels in [ channels in [

activations l :
Aggregatlng _ _
Activations _ ||
{ ] ® { ]
sorted channels in [

@ Aggregated
Activation Matrix

classes

activation

S

* neural network

=

\
= Convolutional
N L= .o
/ =
I+

Aggregated

1 -1 Influence Matrix

Whlte Wolf top channels

channel 555

‘|| T

sorted channels in [-1

-1

Aggregating %
Influences * @
conv. kernel
for channel 555

classes

influence

channels in [

activations -1

Figure 6.3: A visual depiction of our approach for aggregating activations and influences for a layer
[. Aggregating Activations: (A1) given activations at layer /, (A2) compute the max of each 2D
channel, and (A3) record the top activated channels into an (A4) aggregated activation matrix, which
tells us which channels in a layer most activate and represent every class in the model. Aggregating
Influences: (I1) given activations at layer [ — 1, (I2) convolve them with a convolutional kernel
from layer /, (I3) compute the max of each resulting 2D activation map, and (I4) record the top
most influential channels from layer [ — 1 that impact channels in layer / into an (IS) aggregated
influence matrix, which tells us which channels in the previous layer most influence a particular
channel in the next layer.

6.5.1 Aggregating Neural Network Activations

We want to understand what a neural network is detecting in a dataset. We propose sum-
marizing how an image dataset is represented throughout a CNN by aggregating individual
image activations at each channel in the network, over all of the images in a given class.
This aggregation results in a matrix, A’ for each layer / in a network, where an entry Aé ;
roughly represents how important channel j (from the ['* layer) is for representing im-
ages from class c. This measure of importance can be defined in multiple ways, which we
discuss formally below.

A convolutional layer contains C; image kernels (parameters) that are convolved with
an input image, X, to produce an output image, Y, that contains C; corresponding channels.
For simplicity, we assume that the hyperparameters of the convolutional layer are such that
X and Y will have the same height H and width W, i.e., X € RE*WXxC1 and y € REXWXC,
Each channel in Y is a matrix of values that represent how strongly the corresponding ker-
nel activated in each spatial position. For example, an edge detector kernel will produce

a channel, also called an activation map, that has larger values at locations where an edge
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is present in the input image. As kernels in convolutional layers are learned during model
training, they identify different features that discriminate between different image classes.
It is commonly thought that CNNs build hierarchical feature representations of input im-
ages, learning simple edge and shape detectors in early layers of the network, which are
combined to form texture detectors, and finally relevant object detectors in later layers of
the network [68] (see Figure 2.1).

A decision must be made on how to aggregate activations over spatial locations in a
channel and aggregate activations over all images in a given class. Ultimately, we want to
determine channel importance in a CNN’s representation of a class. As channels roughly
represent concepts, we choose the maximum value of a channel as an indicator of how
strongly a concept is present, instead of other functions, such as mean, that may dampen

the magnitude of relevant channels.

Alongside Figure 6.3, our method for aggregation is as follows:

* Compute activation channel maximums for all images. For each image, (A1)
obtain its activations for a given layer / and (A2) compute the maximum value per
channel. This is equivalent to performing Global Max-pooling at each layer in the
network. Now for each layer, we will have a matrix Z/, where an entry Zf ; represents

the maximum activation of image i over the j' channel in layer [.

* Filter by a particular class. We consider all rows of Z! whose images belong to
the same class, and want to aggregate the maximum activations from these rows to

determine which channels are important for detecting the class.

* Aggregation Method 1: taking top kj;; channels. For each row, we set the top ky;
largest elements to 1 and others to 0, then sum over rows. Performing this operation
for each class in our dataset will result in a matrix A’ from above where an entry
Aéj is the count of the number of times that the j* channel is one of the top kas
channels by maximum activation for all images in class ¢. This method ignores the
actual maximum activation values, so it will not properly handle cases where a single
channel activates strongly for images of a given class (as it will consider ky;; — 1
other channels), or cases where many channels are similarly activated over images of
a given class (as it will only consider kj;; channels as “important’). This observation

motivates our second method.

» Aggregation Method 2: taking top kj;»% of channels by weight. We first scale

ij
N 1 >
z:n:] Zn‘

number of images. Instead of setting the top kys» elements to 1, as in Method 1, we

where N is the

rows of Z! to sum to 1 by dividing by the row sums, ZZ =
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set the m largest elements of each row to 1 and the remaining to 0. Here, m is the

3 m
largest index such that jesorted 21!

words, this method first sorts all channels by their maximum activations, then records

ZZ < ka2, where kyy; 1s some small percentage. In

channels, starting from the largest activated, until the cumulative sum of probability
weight from the recorded channels exceeds the threshold. Contrary to Method 1,
this method adaptively chooses channels that are important for representing a given
image, producing a better final class representation.

Empirically, we noticed the histograms of max channel activations was often power law
distributed, therefore we use Method 2 to (A3) record the top kj» = 3% of channels to
include in the (A4) Aggregated Activations matrix A’. In terms of runtime, this process

requires only a forward pass through the network.

6.5.2 Aggregating Inter-layer Influences

Aggregating activations at each convolutional layer in a network will only give a local
description of which channels are important for each class, i.e., from examining A’ we
will not know how certain channels come to be the most representative for a given class.
Thus, we need a way to calculate how the activations from the channels of a previous
layer, / — 1, influence the activations at the current layer, /. In dense layers, this influence
is trivial to compute: the activation at a neuron in [/ is computed as the weighted sum of
activations from neurons in / — 1. The influence of a single neuron from / — 1 is then
proportional to the activation of that neuron multiplied by the associated weight to the
neuron being examined from /. In convolutional layers, calculating this influence is more
complicated: the activations at a channel in / are computed as the 3D convolution of all
of the channels from / — 1 with a learned kernel tensor. This operation can be broken
down (shown formally later in this section) as a summation of the 2D convolutions of each
channel in [ — 1 with a corresponding slice of the appropriate kernel. The summations of
2D convolutions are similar in structure to the weighted-summations performed by dense
layers, however the corresponding “influence” of a single channel from / — 1 on the output
of a particular channel in / is a 2D feature map. We can summarize this feature map into
a scalar influence value by using any type of reduce operation, which we discuss further
below.

We propose a method for (1) quantifying the influence a channel from a previous layer
has on the activations of a channel in a following layer, and (2) aggregating influences into
a tensor, I', that can be interpreted similarly to the A/ matrix from the previous section.
Formally, we want to create a tensor I' for every layer / in a network, where an entry I

cij
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represents how important channel i from layer / — 1 is in determining the output of channel
j in layer [, for all images in class c.

First, using the notation from the previous section, we consider how a single channel
of Y is created from the channels of X. Let K(/) € REXWxCi-1 pe the j kernel of our

convolutional layer. Now the operation of a convolutional layer can be written as:

Cry .
j J
Y:,Z,j = X*K(J) = Z Xﬁ#vi >'<I<:(,:,)i (61)
i=1
—— —_——
3D convolution 2D convolution

In words, (I1) each channel from X is (I2) convolved with a slice of the j’h kernel, and
the resulting maps are summed to produce a single channel in Y. We care about the 2D
()

quantity X:.;* K7} as it contains exactly the contributions of a single channel from the

previous layer to a channel in the current layer.

Second, we must summarize the quantity X. . ; * K(J)l into a scalar influence value. Sim-
ilarly discussed in Subsection 6.5.1, this can be done in many ways, e.g., by summing all
values, applying the Frobenius norm, or taking the maximum value. Each of these sum-
marization methods (i.e., 2D to 1D reduce operations) may lend itself well to exposing
interesting connections between channels later in our pipeline. We chose to (I3) take the
maximum value of X. . ; * K(])l as our measure of influence for the image classification task,
since this task intuitively considers the largest magnitude of a feature, e.g., how strongly
a “dog ear” or “car wheel” feature is expressed, instead of summing values for example,
which might indicate how many places in the image a “dog ear” or “car wheel” is being
expressed. Also, this mirrors our approach for aggregating activations above.

Lastly, we must aggregate these influence values between channel pairs in consecutive
layers, for all images in a given class, i.e., create the proposed I’ matrix from the pairwise
channel influence values. This process mirrors the aggregation described previously (Sub-
section 6.5.1), and we follow the same framework. Let Lf j be the scalar influence value
computed by the previous step for a single image in class c, between channel i in layer
[ — 1 and channel j in layer /. We increment an entry (c, i, j) in the tensor / ii j if Lf j is one of
the top ks largest values in the column Ll j (mirroring Method 1 from Subsection 6.5.2),
orif Lf ; is in the top kjz % of largest values in Ll i (mirroring Method 2 (Subsection 6.5.1).

Empirically, we noticed the histograms of max influence values were not as often power
law distributed as in the previous aggregation of activations, therefore we use Method 1 to
(I4) record the top ky;; = S channels to include in the (I5) Aggregated Influence matrix
I'. Note that INCEPTIONV 1 contains inception modules, groups of branching parallel con-
volution layers. Our influence aggregation approach handles these layer depth imbalances

by merging paths using the minimum of any two hop edges through an inner layer; this
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guarantees all edge weights between two hop channels are maximal. In terms of runtime,
this process is more computationally expensive than aggregating activations, since we have
to compute all intermediate 2D activation maps; however, with a standard GPU equipped

machine is sufficient. We discuss our experimental setup later in Subsection 6.6.4.

6.5.3 Combining Aggregated Activations and Influences to Generate Attribution
Graphs

Given the aggregated activations A’ and aggregated influences I’ we aim to combine them
into a single entity that describes both what features a neural network is detecting and
how those features are related. We call these attribution graphs, and we describe their
generation below.

In essence, neural networks are directed acyclic graphs: they take input data, compute
transformations of that data at sequential layers in the network, and ultimately produce
an output. We can leverage this graph structure for our desired representation. Whereas a
common network graph has vertices and connecting edges, our vertices will be the channels
of a network (for all layers of the network), and edges connect channels if the channel in
the previous layer has a strong influence to a channel in an later, adjacent layer.

Using graph algorithms for neural network interpretability. Consider the aggre-
gated influences I’ as an edge list; therefore, we can build an “entire graph” of a neural
network, where edges encode if an image had a path from one channel to another as a top
influential path, and the weight of an edge is a count of the number of images for a given
class with that path as a top influential path. Now, for a given class, we want to extract the
subgraph that best captures the important vertices (channels) and edges (influential paths)
in the network. Since we have instantiated a typical network graph, we can now leverage
the abundant research in graph algorithms. A natural fit for our task is the Personalized
PageRank algorithm [200, 201], which scores each vertex’s importance in a graph, based
on both the graph structure and the weights associated with the graph’s vertices and edges.
Specifically, SUMMIT operates on the graph produced from all the images of a given class;
the algorithm is initialized by and incorporates both vertex information (aggregated activa-
tions A’) and edge information (aggregated influences I') to find a subgraph most relevant
for all the provided images. We normalize each layer’s personalization from A’ by dividing
by max A value for each layer [ so that each layer has a PageRank personalization within
0 to 1. This is required since each layer has a different total number of possible connec-
tions (e.g., the first and last layers, mixed3a and mixedSb, only have one adjacent layer,
therefore their PageRank values would be biased small). In summary, we make the full

graph of a neural network where vertices are channels from all layers in the network with
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a personalization from A’, and edges are influences with weights from I’

Extracting attribution graphs. After running Personalized PageRank for 100 itera-
tions, the last task is to select vertices based on their computed PageRank values to extract
an attribution graph. There are many different ways to do this; below we detail our ap-
proach. We first compute histograms of the PageRank vertex values for each layer. Next,
we use the methodology described in Subsection 6.5.1 for Method 2, where we continue
picking vertices with the largest PageRank value until we have reached kj;» % weight for
each layer independently. Empirically, here we set ky;» = 7.5% after observing that the
PageRank value histograms are roughly power law, indicating that there are only a handful
of channels determined important. Regarding the runtime, the only relevant computation is
running PageRank on the full neural network graph, which typically has a few thousands
vertices and a few hundred thousand edges. Using the Python NetworkX? implementa-

tion [201, 200], Personalized PageRank runs in ~ 30 seconds for each class.

6.6 The SUMMIT User Interface

From our design goals in Section 6.3 and our aggregation methodology in Section 6.5, we
present SUMMIT, an interactive system for scalable summarization and interpretation for
exploring entire learned classes in large-scale image classifier models (Figure 6.1).

The header of SUMMIT displays metadata about the visualized image classifier, such
as the model and dataset name, the number of classes, and the total number data instances
within the dataset. As described in Section 6.4, here we are using INCEPTIONV 1 trained
on the 1.2 million image dataset ImageNet that contains 1000 classes. Beyond the header,
the SUMMIT user interface is composed of three main interactive views: the Embedding
View, the Class Sidebar, and the Attribution Graph View. The following section details the

representation and features of each view and how they tightly interact with one another.

6.6.1 Embedding View: Learned Class Overview

The first view of SUMMIT is the Embedding View, a dimensionality reduction overview of
all the classes in a model (Figure 6.1A). Given some layer I’s A’ matrix, recall an entry in
this matrix corresponds to the number of images from one class (row) that had one channel
(column) as a top channel. We can consider A as a feature matrix for each class where
the number of channels in a layer corresponds to the number of features. For reduction
and visualization, the Embedding View uses UMAP: a non-linear dimensionality reduction

that better preserves global data structure, compared to other techniques like t-SNE, and

*NetworkX: https://networkx.github.io/
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Figure 6.5: Class Sidebar visual encoding.

often provides a better “big picture” view of high-dimensional data while preserving local
neighbor relations [202]. Each dot corresponds to one class of the model, with spatial
position encoding their similarity. To explore this embedding, users can freely zoom and
pan in the view, and when a user zooms in close enough, labels appear to describe each
class (point) so users can easily see how classes within the model compare. Clicking on a
point in the Embedding View will update the selection for the remaining views of SUMMIT,
as described below.

Selectable neural network minimap. At the top of the Embedding View sits a small
visual representation of the considered neural network; in this case, INCEPTIONV 1’s pri-
mary mixed layers are shown (Figure 6.4). Since we obtain one A’ matrix for every layer /
in the model, to see how the classes related to one another at different layer depths within
the network, users can click on one of the other layers to animate the Embedding View. This
is useful for obtaining model debugging hints and observing at a high-level how classes are

represented throughout a network’s layers.

6.6.2 Class Sidebar: Searching and Sorting Classes

Underneath the Embedding View sits the Class Sidebar (Figure 6.1B): a scrollable list of
all the class of the model, containing high-level class performance statistics. The first class
at the top of the list is the selected class, whose attribution graph is shown in the Attribution
Graph View, to be discussed in the next section. The Class Sidebar is sorted by the simi-
larity of the selected class to all other classes in the model. For the similarity metric, we
compute the cosine similarity using the values from A’. Each class is represented as a hor-
izontal bar that contains the class’s name, a purple colored bar that indicates its similarity
to the selected class (longer purple bars indicate similar classes, and vice versa), the class’s
top-1 accuracy for classification, and a small histogram of all the images’ predicted prob-

abilities within that class (i.e., the output probabilities from the final layer) (Figure 6.5).
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From this small histogram, users can quickly see how well a class performs. For example,
classes with power law histograms indicate high accuracy, whereas classes with normal
distribution histograms indicate underperformance. Users can then hypothesize whether a
model may be biasing particular classes over others, or if underperforming classes have
problems with their raw data.

Scrolling for context. To see where a particular class in the sidebar is located in the
Embedding View, users can hover over a class to highlight its point and label the Embed-
ding View above (Figure 6.1A-B). Since the Class Sidebar is sorted by class similarity, to
see where similar classes lie compared to the selected class, all classes in the Class Sidebar
visible to the user (more technically, in the viewbox of the interface) are also highlighted
in the Embedding View (Figure 6.1A-B). Scrolling then enables users to quickly see where
classes in the Class Sidebar lie in the Embedding View as classes become less similar to
the originally selected class to visualize.

Sorting and selecting classes. To select a new class to visualize, users can click on any
class in the Class Sidebar to update the interface, including resorting the Class Sidebar by
similarity based on the newly selected class and visualize the new class’s attribution graph
in the Attribution Graph View. Users can also use the search bar to directly search for a
known class instead of freely browsing the Class Sidebar and Embedding View. Lastly,
the Class Sidebar has two additional sorting criteria. Users can sort the Class Sidebar by
the accuracy, either ascending or descending, to see which classes in the model have the
highest and lowest predicted accuracy, providing a direct mechanism to begin to inspect

and debug underperforming classes.

6.6.3 Attribution Graph View: Visual Class Summarization

The Attribution Graph View is the main view of SUMMIT (Figure 6.1C). A small header
on top displays some information about the class, similar to that in the Class Sidebar, and
contains a few controls for interacting with the attribution graph, to be described later.
Visualizing attribution graphs. Recall from Subsection 6.5.3 that an attribution graph
is a subgraph of the entire neural network, where the vertices correspond to a class’s impor-
tant channels within a layer, and the edges connect channels based on their influence from
the convolution operation. Our graph visualization design draws inspiration from recent vi-
sualization works, such as CNNVis [73], AEVis [69], and Building Blocks [70], that have
successfully leveraged graph based representations for deep learning interpretability. In
the main view of SUMMIT, an attribution graph is shown in a zoomable and panable canvas
that visualizes the graph vertically, where the top corresponds to the last mixed network

layer in the network, mixedSb, and the bottom layer corresponds to the first mixed layer,
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mixed3a (Figure 6.1C). In essence, the attribution graph is a directed network with vertices
and edges; in SUMMIT, we replace vertices with the corresponding channel’s feature visu-
alization. Each layer, denoted by a label, is a horizontal row of feature visualizations of the
attribution graph. Each feature visualization is scaled by its magnitude of the number of
images within that class that had that channel as a top channel in their prediction, i.e., the
value from A’. Edges are drawn connecting each channel to visualize the important paths
data takes during prediction. Edge thickness is encoded by the influence from one channel
to another, i.e., the value from I’

Understanding attribution graph structure. This novel visualization reveals a num-
ber of interesting characteristics about how classes behave inside a model. First, it shows
how neural networks build up high-level concepts from low-level features, for example,
in the white wolf class, early layers learn fur textures, ear detectors, and eye detectors,
which all contribute to form face and body detectors in later layers. Second, the number
of visualized channels per layer roughly indicates how many features are needed to rep-
resent that class within the network. For example, in layer mixed5a, the strawberry class
only has a few large channels, indicating this layer has learned specific object detectors for
strawberries already, whereas in the same layer, the drum class has many smaller channels,
indicating that this layer requires the combination of multiple object detectors working to-
gether to represent the class. Third, users can also see the overall structure of the attribution
graph, and how a model has very few important channels in earlier layers, but as the the
network progress, certain channels grow in size and begin to learn high-level features about
what an image contains.

Inspecting channels and connections in attribution graphs. Besides displaying the
feature visualization at each vertex, there are a number of different complementary data that
is visualized to help interpret what a model has learned for a given class attribution graph.
It has been shown that for interpreting channels in a neural network, feature visualization is
not always enough [62]; however, displaying example image patches from the entire dataset
next to a feature visualization helps people better understand what the channel is detecting.
We apply a similar approach, where hovering over a channel reveals 10 image patches from
the entire dataset that most maximize this specific channel (Figure 6.1C). Pairing feature
visualization with dataset examples helps understand what the channel is detecting in the
case where a feature visualization alone is hard to decipher. When a user hovers over a
channel, SUMMIT also highlights the edges that flow in and out of that specific channel
by coloring the edges and animating them within the attribution graph. This is helpful
for understanding which and how much channels in a previous layer contribute to a new

channel in a later layer. Users can also hover over the edges of an attribution graph to
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color and animate that specific edge and its endpoint channels, similar to the interaction
used when hovering over channels. Lastly, users can get more insight into what feature
a specific channel has learned by hovering left to right on a channel to see the feature
visualization change to display four other feature visualizations generated with diversity: a
technique used to create multiple feature visualizations for a specific channel at once that
reveals different areas of latent space that a channel has learned [62]. This interaction is
inspired from commercial photo management applications where users can simply hover
over an image album’s thumbnail to quickly preview what images are are inside.
Dynamic drill down and filtering. When exploring an attribution graph, users can
freely zoom and pan the entire canvas, and return to the zoomed-out overview of the visu-
alization via a button included in the options bar above the attribution graph. In the case
of a large attribution graph where there are too many channels and edges, in the options
bar there is a slider that when dragged, filters the the channels of the attribution graph
by their importance from A’. This interaction technique draws inspiration from existing
degree-of-interest graph exploration research, where users can dynamically filter and high-
light a subset of the most important channels (vertices) and connections (edges) based on
computed scores [203, 204, 205, 206]. Dragging the slider triggers an animation where
the filtered-out channels and their edges are removed from the attribution graph, and the
remaining visualization centers itself for each layer. With the additional width and height
sliders, these interactions add dynamism to the attribution graph, where it fluidly animates

and updates to users deciding the scale of the visualization.

6.6.4 System Design

To broaden access to our work, SUMMIT is web-based and can be accessed from any mod-
ern web-browser. SUMMIT uses the standard HTML/CSS/JavaScript stack, and D3.js> for
rendering SVGs. We ran all our deep learning code on a NVIDIA DGX 1, a workstation
with 8 GPUs, with 32GB of RAM each, 80 CPU cores, and 504GB of RAM. With this ma-
chine we could generate everything required for all 1000 ImageNet classes—aggregating
activations, aggregating influences, and combining them with PageRank (implementation
from NetworkX) to form attribution graphs—and perform post-processing under 24 hours.
However, visualizing a single class on one GPU takes only a few minutes. The Lucid li-
brary is used for creating feature visualizations,* and dataset examples are used from the

appendix of [62].

3D3js: https://d3js.org/
“Lucid: https://github.com/tensorflow/lucid
Shttps://github.com/distillpub/post--feature-visualization
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Figure 6.6: An example substructure from the attribution graph that shows unexpected
texture features, like “quills” and “stripes,” influencing top activated channels for a final layer’s
“orange fish” feature (some are reddish-orange, and have white fin rays).

6.7 Neural Network Exploration Scenarios

6.7.1 Unexpected Semantics Within a Class

A problem with deploying neural networks in critical domains is their lack of interpretabil-
ity, specifically, can model developers be confident that their network has learned what they
think it has learned? We can answer perplexing questions like these with SUMMIT. For ex-
ample, in Figure 6.1, consider the fench class (a type of yellow-brown fish). Starting from
the first layer, as we explore the attribution graph for fench we notice there are no fish or
water feature, but there are many “finger”, “hand”, and “people” detectors. It is not until a
middle layer, mixed4d, that the first fish and scale detectors are seen (Figure 6.1C, callout);
however, even these detectors focus solely on the body of the fish (there is no fish eye, face,
or fin detectors). Inspecting dataset examples reveals many image patches where we see
people’s fingers holding fish, presumably after catching them. This prompted us to inspect
the raw data for the tench class, where indeed, most of the images are of a person holding
the fish. We conclude that, unexpectedly, the model uses people detectors and in combina-
tion with brown fish body and scale detectors to represent the tench class. Generally, we
would not expect “people” as an essential feature for classifying fish.

This surprising finding motivated us to seek another class of fish that people do not
normally hold to compare against, such as a (due to their venomous spiky fin rays).
Visualizing the attribution graph confirms our suspicion (Figure 6.6): there are not

any people object detectors in its attribution graph. However, we discover yet another
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Figure 6.7: Using SUMMIT we can find classes with mixed semantics that shift their primary asso-
ciations throughout the network layers. For example, early in the network, horsecart is most similar
to mechanical classes (e.g., harvester, thresher, snowplow), towards the middle it shifts to be nearer
to animal classes (e.g., bison, wild boar, ox), but ultimately returns to have a stronger mechanical
association at the network output.

unexpected combination of features: there are few fish part detectors while there are many
texture features, e.g., stripes and quills. It is not until the final layers of the network where
a highly activated channel detects orange fish in water, which uses the stripe and quill
detectors. Therefore we deduce that the class is composed of a striped body in the
water with long, thin quills. Whereas the fench had unexpected people features, the

lacked fish features. Regardless, findings such as these can help people more confidently

deploy models when they know what composition of features results in a prediction.

6.7.2 Mixed Class Association Throughout Layers

While inspecting the Embedding View, we noticed some classes’ embedding positions shift
greatly between adjacent layers. This cross-layer embedding comparison is possible since
each layer’s embedding uses the previous layer’s embedding as an initialization. Upon
inspection, the classes that changed the most were classes that were either a combination
of existing classes or had mixed primary associations.

For example, consider the horsecart class. For each layer, we can inspect the near-

est neighbors of horsecart to check its similarity to other classes. We find that horsecart
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Figure 6.8: With attribution graphs, we can compare classes throughout layers of a network. Here
we compare two similar classes: black bear and brown bear. From the intersection of their attri-
bution graphs, we see both classes share features related to bear-ness, but diverge towards the end
of the network using fur color and face color as discriminable features. This feature discrimination
aligns with how humans might classify bears.

in the early layers is similar to other mechanical classes, e.g., harvester, thresher, and
snowplow. This association shifts in the middle layers where horsecart moves to be near
animal classes, e.g., bison, wild boar, and ox. However, horsecart flips back at the fi-
nal convolutional layer, returning to a mechanical association (Figure 6.7, top). To better
understand what features compose a horsecart, we inspect its attribution graph and find
multiple features throughout all the layers that contain people, spoke wheels, horse hips,
and eventually horse bodies with saddles and mechanical gear (Figure 6.7, bottom). Mixed
semantic classes like horsecart allow us to test if certain classes are semantic combina-
tions of others and probe deeper into understanding how neural networks build hierarchical

representations.

6.7.3 Discriminable Features in Similar Classes

Since neural networks are loosely inspired by the human brain, in the broader machine
learning literature there is great interest to understand if decision rationale in neural net-
works is similar to that of humans. With attribution graphs, we can further to answer this
question by comparing classes throughout layers of a network.

For example, consider the black bear and brown bear classes. A human would likely

say that color is the discriminating difference between these classes. By taking the inter-
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Figure 6.9: Using SUMMIT on INCEPTIONV 1 we found non-semantic channels that detect irrele-
vant features, regardless of the input image, e.g., in layer mixed3a, channel 67 is activated by the
frame of an image.

section of their attribution graphs, we can see what features are shared between the classes,
as well as any discriminable features and connections. In Figure 6.8, we see in earlier lay-
ers (mixed4c) that both black bear and brown bear share many features, but as we move
towards the output, we see multiple diverging paths and channels that distinguish features
for each class. Ultimately, we see individual black and brown fur and bear face detectors,
while some channels represent general . Therefore, it appears INCEPTIONV 1
classifies black bear and brown bear based on color, which may be the primary feature
humans may classify by. This is only one example, and it is likely that these discriminable
features do not always align with what we would expect; however, attribution graphs give

us a mechanism to test hypotheses like these.

6.7.4 Finding Non-semantic Channels

Using SUMMIT, we quickly found several channels that detected non-semantic, irrelevant
features, regardless of input image or class (verified manually with 100+ classes, com-
putationally with all). For example, in layer mixed3a, channel 67 activates to the image
frame, as seen in Figure 6.9. We found 5 total non-semantic channels, including mixed3a
67, mixed3a 190, mixed3b 390, mixed3b 399, and mixed3b 412. Upon finding these, we
reran our algorithm for aggregating activations and influences, and generated all attribu-
tion graphs with these channels excluded from the computation, since they consistently
produced high activation values but were incorrectly indicating important features in many
classes. Although SUMMIT leverages recent feature visualization research [62] to visualize
channels, it does not provide an automated way to measure the semantic quality of chan-
nels. We point readers to the appendix of [62] to explore this important future research

direction.
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6.7.5 Informing Future Algorithm Design

We noticed that some classes (e.g., zebra, green mamba) have only a few important chan-
nels in the middle layers of the network, indicating that these channels could have enough
information to act as a predictor for the given class. This observation implies that it may
be prudent to make classification decisions at different points in the network, as opposed
to after a single softmax layer at the output. More specifically, per the A’ matrices, we can
easily find these channels (in all layers) that maximally activates for each class. We could
then perform a MaxPooling operation at each of these channels, followed by a Dense layer
classifier to form a new “model” that only uses the most relevant features for each class to
make a decision.

The inspiration for this proposed algorithm is a direct result of the observations made
possible by SUMMIT. Furthermore, our proposed methodology makes it easy to test whether
the motivating observation holds true for other networks besides INCEPTIONV 1. It could
be the case that single important channels for certain classes are a result of the training
with multiple softmax ‘heads’ used by INCEPTIONV 1; however, without SUMMIT, check-
ing this would be difficult.

6.8 Conclusion

As deep learning is increasingly used in decision-making tasks, it is important to understand
how neural networks learn their internal representations of large datasets. In this work, we
present SUMMIT, an interactive system that scalably and systematically summarizes and
visualizes what features a deep learning model has learned and how those features interact
to make predictions. The SUMMIT visualization runs in modern web browsers and is open-
sourced. We believe our summarization approach that builds entire class representations
is an important step for developing higher-level explanations for neural networks. We
hope our work will inspire deeper engagement from both the information visualization
and machine learning communities to further develop human-centered tools for artificial
intelligence [45, 171].
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PART III

COMMUNICATING INTERPRETABILITY
WITH INTERACTIVE ARTICLES
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Overview

The previous chapters have presented interactive interfaces for interpretability designed
for data literate people with machine learning expertise. However, machine learning is now
everywhere, and it should not require a technical background to know how to use it, identify
when it is wrong, and correct it. The challenge here is how to represent and communicate
interpretability and explanations for everyone: how can we teach people the capabilities
and limitations of machine learning?

Part III begins by presenting multiple interactive articles, a new medium for commu-
nication leveraging the dynamic capabilities of the web, authored to educate broad and
non-technical audiences about machine learning interpretability, fairness, data bias, and
common machine learning techniques such as dimensionality reduction. These articles
appear in a new open-source publishing initiative (Chapter 7) we launched to test their
interactive techniques in the wild. This chapter is adapted from work that was published
and appeared in VisComm 2019 [13] and VISxAI 2018 [12].

Launching the PARAMETRIC PRESS. (& Matthew Conlen, Fred Hohman.
Visualization for Communication at IEEE VIS (VisComm), 2019.

The Myth of the Impartial Machine. & Alice Feng, Shuyan Wu, Fred Hohman,
Matthew Conlen, Victoria Uren. The Parametric Press, Issue 01, 2019.

The Beginner’s Guide to Dimensionality Reduction. &' Matthew Conlen,
Fred Hohman. Workshop on Visualization for Al Explainability at IEEE VIS
(VISxAI), 2018.

Since authoring and publishing interactive content is new and highly flexible, there is
little previous work for why they are useful and how they can benefit readers. After the vi-
ral success of our articles, we generalize and detail the affordances of interactive articles
(Chapter 8) alongside atomic examples to connect the dots between interactive articles in
practice and the techniques, theories, and empirical evaluations put forth by researchers
across the fields of education, human-computer interaction, information visualization, and
digital journalism. We also provide critical reflections from our own experience with open-
source, interactive publishing at scale, and conclude with practical challenges and open
research directions for authoring, designing, and publishing interactive articles. This chap-

ter is adapted from work that was published and appeared in Distill 2020.

Communicating with Interactive Articles. &' Fred Hohman, Matthew Conlen,
Jeffrey Heer, Duen Horng (Polo) Chau. Distill, 2020.
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CHAPTER 7
MACHINE LEARNING LITERACY: INTERACTIVE ARTICLES
IN PRACTICE

In contrast to traditional static media such as books and pictures, and moving media such
as movies and animations, interactive articles are a new medium for communication that
leverages a computational runtime to dynamically respond to reader input. These articles
are characterized by interleaving text and interactive widgets — often utilizing animations,
data visualizations, or simulations — that guide a reader through a primarily linear narrative.
Interactive articles are becoming popular on the web: newspapers such as the New York
Times have published interactive articles that include dynamic graphics and visualizations;
educators and technical communicators enrich text with interactions and multimedia in an
effort to further engage their students and readers. Such interactive content often engages
a wide audience [207], and digital publishers understand that articles which utilize the rich
capabilities of the web often bring both acclaim and a broad readership [208]. Explorable
explanations [209] are a notable type of interactive article that promote active reading and
inquiry into the details of a specific subject.

Interactive articles have been used within the domain of machine learning, many of
which were created as supplementary material to traditional research papers [1, 210] or
companion pieces to online courses. The data visualization community has also seen value
in using interactive articles to make machine learning more accessible. In 2018 and 2019,
the Workshop on Visualization for Al Explainability focused on “creating visual narratives

to bring new insight into the often obfuscated complexity of Al systems” [211].

7.1 PARAMETRIC PRESS

Building on this momentum, we believe interactive articles are an excellent fit for commu-
nicating interpretability, and more broad machine learning’s capabilities and limitations,
to a large audience. Unfortunately, creating and publishing interactive articles takes sig-
nificantly more time and effort than traditional media and research publications, and re-
quires authors to have both an eye for design and programming experience. Furthermore,
in academia specifically there is no formal incentive structure for non-traditional research
artifacts. To meet this challenge, we sought to create a platform where we could publish

interactive content and experiment with interfaces that use interactivity, visualizations, and
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Issue 01
Science + Society

Figure 7.1: PARAMETRIC PRESS is our interactive publication, a born-digital magazine dedicated
to showcasing the expository power that’s possible when the audio, visual, and interactive capabili-
ties of dynamic media are effectively combined.

simulations to teach people about complex topics, such as machine learning.
PARAMETRIC PRESS is our answer: a born-digital magazine dedicated to showcasing
the expository power that is possible when the audio, visual, and interactive capabilities of
dynamic media are effectively combined. PARAMETRIC PRESS is an entirely open-source
publishing initiative where we can test interactive article techniques in the wild—while
empowering authors to tell data-driven stories and create explorable explanations. We push
the boundaries of interactive publishing by open-sourcing all code and visualization com-
ponents, giving articles DOIs, and provide web archival to ensure the content can be read
given in the future. Our articles went viral, which allowed us to analyze thousands of reader
patterns to evaluate how this new medium is read and used in practice, a critical yet under-
examined aspect of publishing interactive content [212]. Our first issue, Issue 01: Science
+ Society, focuses on examining scientific and technological phenomena that stand to shape
society at large, now or in the near future. The issue covers topics that would benefit from

using the interactive or otherwise dynamic capabilities of the web.

PARAMETRIC PRESS- Issue 01: Science + Society

* “Unraveling the JPEG” [213]: JPEG images are everywhere in our digital lives, but
behind the veil of familiarity lie algorithms that remove details that are imperceptible

to the human eye. This produces the highest visual quality with the smallest file
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size—but what does that look like? Let’s see what our eyes can’t see!

* “The Myth of the Impartial Machine” [11]: Wide-ranging applications of data
science bring utopian proposals of a world free from bias, but in reality, machine
learning models reproduce the inequalities that shape the data they’re fed. Can pro-

grammers free their models from prejudice?

* “Data Science for Fair Housing” [214]: Cities across America covertly exclude
racial minorities from majority-white residential neighborhoods, while gentrification
drives people of color out of their homes. In Atlanta, a new nonprofit seeks to resist
displacement by supporting the city’s most vulnerable residents—but how effective

is their project?

* “Flatland Follies: An Adjunct Simulator” [215]: This college used to be one of the
best in the country. Fifty years later the campus is destitute, they can’t pay professors,

and it’s filled with dusty, decaying art.

* “On Particle Physics” [216]: A CERN particle physicist walks through the history
and science of particle physics, and why you should care about it—even outside of

the laboratory.

* “Anything That Flies, On Anything That Moves” [217]: The US covertly launched
over two million bombing missions over Southeast Asian countries in the 1960s and
70s. Dig into the data behind the assault.

In the following sections, we summarize two interactive articles written to communicate

topics specifically within machine learning to a broad audience.

7.2 The Myth of The Impartial Machine

“Wide-ranging applications of data science bring utopian proposals of a world free from
bias, but in reality, machine learning models reproduce the inequalities that shape the data
they are fed. Can programmers free their models from prejudice?” reads the subheader
for this interactive article. The Myth of The Impartial Machine explores and explains the
consequences of using machine learning blindly on problems that impact people. It uses
static graphics, data visualizations, animation, and interactive simulations and models to
teach readers about the basic machine learning process, types of biases that can sneak into
this process, their effect on model predictions and feedback loops, and ultimately poten-
tial solutions researchers are developing to prevent the spread and amplification of bias in

decision-making tasks.
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Figure 7.2: A subset of the interactive graphics from The Myth of The Impartial Machine, demon-
strating the trajectory and effect of sampling bias in data collection and model building.

The first interactive graphic teaches readers about sampling bias. It allows readers to
see ground truth data about a population, and then drag a slider to adjust how many points
to sample; the result is compared with the original graphic side by side (Figure 7.2, top left).
In the data there is one large data point where the article explains how outliers such as this
point can influence the data that is gathered and ultimately used to train models. A static
visualization shows sampling bias in the real world, comparing the country composition of
a popular academic computer vision dataset (Figure 7.2, top right).

Taking this further, another interactive diagram in the article shows what happens to a
model when it is trained on biased data. The reader has interactive control over how biased
the data is how accurate the model is, introducing readers to model evaluation metrics
(Figure 7.2, bottom left). The article further uses simulations to show feedback loops in
biased models, and ultimately concludes with potential solutions and considerations for

appropriately applying machine learning in practice (Figure 7.2, bottom right).

7.3 The Beginner’s Guide to Dimensionality Reduction

Dimensionality reduction is a powerful technique used by data scientists to look for hidden

structure in data. The method is useful in a number of domains, for example document
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Figure 7.3: The dataset and embeddings shown in The Beginner’s Guide to Dimensionality Reduc-
tion as a reader progresses through the interactive article.

categorization, protein disorder prediction, and machine learning model debugging. The
results of a dimensionality reduction algorithm can be visualized to reveal patterns and
clusters of similar or dissimilar data. Even though the data is displayed in only two or three
dimensions, structures roughly present in higher dimensions are maintained. This article
teaches readers how to think about these embeddings, and provides a comparison of some
of the most popular dimensionality reduction algorithms used today.

The article begins with a non-technical, motivating use case. A dataset of 800 artworks
from the Metropolitan Museum of Art is automatically loaded in the background while the
article introduces readers to the concept of features within machine learning (Figure 7.3A).
Next it introduces a 1-dimensional embedding based on a feature the reader likely knows:
image brightness (Figure 7.3B). The article then builds on this embedding and projects the
data to 2 dimensions, including brightness and artwork age; however, the images can not
be manipulated with an interactive slider where a reader can emphasize which feature they
care more about and watch as the embedding updates in real time (Figure 7.3C). Lastly, the
article extends this embedding one more time and presents a reduction using real-world al-
gorithms such as PCA, t-SNE, and UMAP (Figure 7.3D-F). The reader can toggle between
the three embeddings to compare their output, and also read short pros and cons for each

algorithm. This article uses the dame dataset throughout every example to build familiarity
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within the reader, teaches that not all embeddings are useful, and ends with applications of

real-world dimensionality reduction algorithms.

7.4 Summary

These interactive articles are best read on the platforms they were authored for, and thus the
full text has not been included in this thesis. Regardless, these interactive articles were au-
thored, designed, developed, and published as an experimental collaboration among many
different people, and as a result has had tremendous impact. PARAMETRIC PRESS and our
other interactive articles went viral, have been read by 250,000+ people within their first
year, helped students learn about machine learning concepts, and have gathered acclaim for
their mission and execution (e.g., multiple Hacker News front page appearances, featured
on Stack Overflow Blog, FastCompany review). The viral success of PARAMETRIC PRESS
exemplifies the power of the web as a substrate for communicating complex ideas with dy-
namic media; however, throughout the development of this work we were met with many
challenges unique to interactive publishing. In the next chapter, we critically reflect on our

experience creating PARAMETRIC PRESS and publishing interactive content at scale.
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CHAPTER 8
COMMUNICATING WITH INTERACTIVE ARTICLES

8.1 Introduction

Computing has changed how people communicate. The transmission of news, messages,
and ideas is instant. Anyone’s voice can be heard. In fact, access to digital communication
technologies such as the Internet is so fundamental to daily life that their disruption by
government is condemned by the United Nations Human Rights Council [218]. But while
the technology to distribute our ideas has grown in leaps and bounds, the interfaces have
remained largely the same.

Parallel to the development of the internet, researchers like Alan Kay and Douglas En-
gelbart worked to build technology that would empower individuals and enhance cognition.
Kay imagined the Dynabook [219] in the hands of children across the world. Engelbart,
while best remembered for his “mother of all demos,” was more interested in the ability of
computation to augment human intellect [220]. Neal Stephenson wrote speculative fiction
that imagined interactive paper that could display videos and interfaces, and books that
could teach and respond to their readers [221].

More recent designs (though still historical by personal computing standards) point to
a future where computers are connected and assist people in decision-making and commu-
nicating using rich graphics and interactive user interfaces [222]. While some technologies
have seen mainstream adoption, such as Hypertext [223], unfortunately, many others have
not. The most popular publishing platforms, for example WordPress and Medium, choose
to prioritize social features and ease-of-use while limiting the ability for authors to com-
municate using the dynamic features of the web.

In the spirit of previous computer-assisted cognition technologies, a new type of com-
putational communication medium has emerged that leverages active reading techniques to
make ideas more accessible to a broad range of people. These interactive articles build on a
long history, from Plato [224] to PHeT [225] to explorable explanations [209]. They have
been shown to be more engaging, can help improve recall and learning, and attract broad
readership and acclaim,! yet we do not know that much about them.

In this work, for the the first time, we connect the dots between interactive articles

TEor example, some of the New York Times [226, 227] and the Washington Post’s [228] most read articles
are interactive stories.
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Figure 8.1: Exemplary interactive articles from around the web. In the interactive version of this
figure, readers can hover over an article to enlarge its thumbnail and see more information.

such as those featured in this journal and publications like the New York Times and the
techniques, theories, and empirical evaluations put forth by academic researchers across
the fields of education, human-computer interaction, information visualization, and digital
journalism. We show how digital designers are operationalizing these ideas to create inter-
active articles that help boost learning and engagement for their readers compared to static
alternatives.

Today there is a growing excitement around the use of interactive articles for commu-
nication since they offer unique capabilities to help people learn and engage with complex
ideas that traditional media lacks. After describing the affordances of interactive articles,
we provide critical reflections from our own experience with open-source, interactive pub-
lishing at scale. We conclude with discussing practical challenges and open research direc-
tions for authoring, designing, and publishing interactive articles.

This style of communication—and the platforms which support it—are still in their in-
fancy. When choosing where to publish this work, we wanted the medium to reflect the
message. Journals like Distill are not only pushing the boundaries of machine learning re-
search but also offer a space to put forth new interfaces for dissemination. This work ties
together the theory and practice of authoring and publishing interactive articles. It demon-
strates the power that the medium has for providing new representations and interactions

to make systems and ideas more accessible to broad audiences.

8.2 Interactive Articles: Theory and Practice

Interactive articles draw from and connect many types of media, from static text and im-

ages to movies and animations. But in contrast to these existing forms, they also leverage
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+ Not seen as a legitimate research contribution
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explore alternative fair strategies for a loan which they execute, and walks readers through the
granting scenario. work using two simple context-aware languages

with live in-browser demos.

Figure 8.2: Interactive articles are applicable to variety of domains, such as research dissemination,
journalism, education, and policy and decision making. In the interactive version of this figure,
readers can select the tabs to view different domains.

interaction techniques such as details on demand, belief elicitation, play, and models and
simulations to enhance communication.

While the space of possible designs is far too broad to be solved with one-size-fits-all
guidelines, by connecting the techniques used in these articles back to underlying theories
presented across disparate fields of research we provide a missing foundation for designers
to use when considering the broad space of interactions that could be added to a born-digital
article.

We draw from a corpus of over fifty interactive articles to highlight the breadth of
techniques available and analyze how their authors took advantage of a digital medium to
improve the reading experience along one or more dimensions, for example, by reducing
the overall cognitive load, instilling positive affect, or improving information recall.

Because diverse communities create interactive content, this medium goes by many dif-
ferent names and has not yet settled on a standardized format nor definition.?> Researchers
have proposed artifacts such as explorable multiverse analyses [230], explainables [211],
and exploranations [231] to more effectively disseminate their work, communicate their
results to the public, and remove research debt [171]. In newsrooms, data journalists, de-

velopers, and designers work together to make complex news and investigative reporting

ZHowever, one is taking shape [229].
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A Ui That Lets Readers Control How Much Information They See

A Visual Introduction To Machine Learning

Are You Rich? This Income-Rank Quiz Might Change How You See

Yourself
Attacking Discrimination With Smarter Machine Learning

Booze Calculator: What's Your Drinking Nationality?

Climate Spirals

Coeffects: Context-Aware Programming Languages

Colorized Math Equations
Complexity Explained

Cutthroat Capitalism: The Game
Earth Primer

Earth's Relentless Warming Sets A Brutal New Record In 2017

EconGraphs

Publication (or author)
Kayce Basques

R2D3

The New York Times

Google Research
BBC

Climate Lab Book
Tomas Petricek

Better Explained

Manlio De Domenico, Hiroki Sayama

Wired
Chaim Gingold
Bloomberg

Christopher Makler

Tags
Reducing Cognitive Load

Personalizing Reading

Personalizing Reading

Research Dissemination
Personalizing Reading
Connecting People and Data
Research Dissemination
Reducing Cognitive Load
Research Dissemination
Connecting People and Data
Reducing Cognitive Load
Connecting People and Data

Education

Year
2018
2015

2019

2016
2017
2016
2017
2017
2019
2009
2015
2018
2017

Figure 8.3: In the interactive version of this table, readers can sort a list of the interactive articles

we discuss in this work.

Connecting Making Systems
People and Data. Playful.

Make data Run interactive
pleasant to work simulations

with. Happy directly in the
readers are browser. No

engaged readers.

setup required.

Prompting Self-
Reflection.

Help readers
learn by asking
them to reflect in
a low pressure
environment.

Personalizing
Reading.

Let readers
choose the
content that is
relevant to their

own experience.

Reducing
Cognitive Load.

Use effective
representations
to make complex
topics more
intuitive.

Figure 8.4: The five affordances of interactive articles we discuss.

clear and engaging using interactive stories [232]. Educators use interactive textbooks as
an alternative learning format to give students hands-on experience with learning mate-
rial [233].

Besides these groups, others such as academics, game developers, web developers,
and designers blend editorial, design, and programming skills to create and publish ex-
plorable explanations [209], interactive fiction [234], interactive non-fiction [235], active
essays [236], and interactive games [237]. While these all slightly differ in their technical
approach and target audience, they all largely leverage the interactivity of the modern web.

In the original work, in-line videos and example interactive graphics are presented
alongside the discussion to demonstrate specific interaction techniques. In this work, these

have been replaced with static figures.
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1
’ Multiple representations give multiple perspectives.

! Complementing views, like user-controled animation and small
l- - multiples, help engage and connect readers.

In 1878, Eadweard Muybridge settled Leland Stanford's hotly debated
question of whether all four feet of a horse lifted off the ground during a trot

using multiple cameras to capture motion in stop-motion photographs.

—— 1 'y

Figure 8.5: In the interactive version of this figure, readers can click the play button or scrub over
the video frames to watch and control the animation.

8.2.1 Connecting People and Data

As visual designers are well aware, and as journalism researchers have confirmed empiri-
cally [207], an audience which finds content to be aesthetically pleasing is more likely to
have a positive attitude towards it. This in turn means people will spend more time engag-
ing with content and ultimately lead to improved learning outcomes. While engagement
itself may not be an end goal of most research communications, the ability to influence
both audience attitude and the amount of time that is spent is a useful lever to improve
learning: we know from education research that both time spent [238] and emotion [239]
are predictive of learning outcomes.

Animations can also be used to improve engagement [240]. While there is debate
amongst researchers if animations in general are able to more effectively convey the same
information compared to a well designed static graphic [241], animation has been shown
to be effective specifically for communicating state transitions [242], uncertainty [243],
causality [244], and constructing narratives [245]. A classic example of this is Muybridge’s
motion study [246] that can be seen in Figure 8.5: while the series of still images may be
more effective for answering specific questions like, “Does a horse lift all four of its feet
off the ground when it runs?” watching the animation in slow motion gives the viewer a
much more visceral sense of how it runs. A more modern example can be found in Ope-
nAl’s reporting on their hide-and-seek agents [247]. The animations here instantly give the
viewer a sense of how the agents are operating in their environment.

Passively, animation can be used to add drama to a graphic displaying important infor-

mation, but which readers may otherwise find dry. Scientific data which is inherently time
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Figure 8.6: In the example, “Extensive Data Shows Punishing Reach of Racism for Black
Boys,” [253] the use of unit animation carries the main visualization of the story to highlight real
people’s lives changing over time.

varying may be shown using an animation to connect viewers more closely with the original
data, as compared to seeing an abstracted static view. For example, Ed Hawkins designed
“Climate Spirals,” which shows the average global temperature change over time [248].
This presentation of the data resonated with a large public audience, so much so that it was
displayed at the opening ceremony at the 2016 Rio Olympics. In fact, many other climate
change visualizations of this same dataset use animation to build suspense and highlight
the recent spike in global temperatures [249, 250, 251, 252].

By adding variation over time, authors have access to a new dimension to encode infor-
mation and an even wider design space to work in. Consider the animated graphic in the
New York Times story “Extensive Data Shows Punishing Reach of Racism for Black Boys,”
which shows economic outcomes for 10,000 men who grew up in rich families [253].
While there are many ways in which the same data could have been communicated more
succinctly using a static visualization [254], by utilizing animation, it became possible for
the authors to design a unit visualization in which each data point shown represented an
individual, reminding readers that the data in this story was about real peoples’ lives.

Unit visualizations have also been used to evoke empathy in readers in other works cov-
ering grim topics such as gun deaths [255] and soldier deaths in war [256]. Using person-
shaped glyphs (as opposed to abstract symbols like circles or squares) has been shown
not to produce additional empathic responses [257], but including actual photographs of
people helps readers connect with and gain interest in, remember [258, 259], and com-
municate complex phenomena [260] using visualizations. Correll argues that much of the
power of visualization comes from abstraction, but quantization stymies empathy [261].

He instead suggests anthropomorphizing data, borrowing journalistic and rhetoric tech-
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Figure 8.7: In the example, “Cutthroat Capitalism: The Game,” [265] readers play the role of a
pirate commander, giving them a unique look at the economics that led to rise in piracy off the coast
of Somalia.

niques to create novel designs or interventions to foster empathy in readers when viewing
visualizations [261, 262].

Regarding the format of interactive articles, an ongoing debate within the data jour-
nalism community has been whether articles which utilize scroll-based graphics (scrol-
lytelling) are more effective than those which use step-based graphics (slideshows). McKenna
et al. [263] found that their study participants largely preferred content to be displayed with
a step- or scroll-based navigation as opposed to traditional static articles, but did not find
a significant difference in engagement between the two layouts. In related work, Zhi et
al. found that performance on comprehension tasks was better in slideshow layouts than in
vertical scroll-based layouts [264]. Both studies focused on people using desktop (rather
than mobile) devices. More work is needed to evaluate the effectiveness of various layouts
on mobile devices, however the interviews conducted by MckEnna et al. suggest that addi-
tional features, such as supporting navigation through swipe gestures, may be necessary to
facilitate the mobile reading experience.

The use of games to convey information has been explored in the domains of journal-
ism [237] and education [266]. Designers of newsgames use them to help readers build
empathy with their subject, for example in The Financial Times’s “Uber Game [267],” and
explain complex systems consisting of multiple parts, for example in Wired’s “Cutthroat
Capitalism: The Game [265]”). In educational settings the use of games has been shown
to motivate students while maintaining or improving learning outcomes [268].

As text moves away from author-guided narratives towards more reader-driven ones [269],
the reading experience becomes closer to that of playing a game. For example, the criti-

cally acclaimed explorable explanation ‘“Parable of the Polygons” puts play at the center of
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the story, letting a reader manually run an algorithm that is later simulated in the article to
demonstrate how a population of people with slight personal biases against diversity leads

to social segregation [270].

8.2.2 Making Systems Playful

Interactive articles utilize an underlying computational infrastructure, allowing authors ed-
itorial control over the computational processes happening on a page. This access to com-
putation allows interactive articles to engage readers in an experience they could not have
with traditional media. For example, in “Drawing Dynamic Visualizations”, Victor demon-
strates how an interactive visualization can allow readers to build an intuition about the
behavior of a system, leading to a fundamentally different understanding of an underlying
system compared to looking at a set of static equations [271]. These articles leverage active
learning and reading, combined with critical thinking [272] to help diverse sets of people
learn and explore using sandboxed models and simulations [209].

Complex systems often requires extensive setup to allow for properly study: conducting
scientific experiments, training machine learning models, modeling social phenomenon,
digesting advanced mathematics, and researching recent political events, all require the
configuration of sophisticated software packages before a user can interact with a system
at all, even just to tweak a single parameter. This barrier to entry can deter people from
engaging with complex topics, or explicitly prevent people who do not have the necessary
resources, for example, computer hardware for intense machine learning tasks. Interactive
articles drastically lower these barriers.

Science that utilizes physical and computational experiments requires systematically
controlling and changing parameters to observe their effect on the modeled system. In
research, dissemination is typically done through static documents, where various figures
show and compare the effect of varying particular parameters. However, efforts have been
made to leverage interactivity in academic publishing, summarized in [230]. Reimagining
the research paper with interactive graphics [273], as exploranations [231], or as explorable
multiverse analyses [230], gives readers control over the reporting of the research findings
and shows great promise in helping readers both digest new ideas and learn about existing
fields that are built upon piles of research debt [171].

Beyond reporting statistics, interactive articles are extremely powerful when the studied
systems can be modeled or simulated in real-time with interactive parameters without setup,
e.g., in-browser sandboxes. Consider the example in Figure 8.8 of a Boids simulation that
models how birds flock together. Complex systems such as these have many different

parameters that change the resulting simulation. These sandbox simulations allow readers
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Interact with live simulations—no setup required. Interact with live simulations—no setup required.

This Boids simulation models and visualizes the behavior of a flock of birds, and This Boids simulation models and visualizes the behavior of a flock of birds, and
exposes parameters that a reader can manipulate to change the behavior of the exposes parameters that a reader can manipulate to change the behavior of the
simulation. simulation.

BOID COUNT BOID COUNT

SEPARATION DISTANCE ALIGNMENT DISTANCE COHESION DISTANCE SEPARATION DISTANCE ALIGNMENT DISTANCE COHESION DISTANCE

SEPARATION FORCE ALIGNMENT FORCE COHESION FORCE SEPARATION FORCE ALIGNMENT FORCE COHESION FORCE

Figure 8.8: In the interactive version of this figure, readers can drag a slider to change the num-
ber of boids in the simulation. Underneath the visualization, readers can also adjust the different
parameters to find interesting configurations, for example comparing the left and right views above.

to play with parameters to see their effect without worrying about technical overhead or
other experimental consequences.

This is a standout design pattern within interactive articles, and many examples exist
ranging in complexity. “How You Will Die” visually simulates the average life expectancy
of different groups of people, where a reader can choose the gender, race, and age of a per-
son [275]. “On Particle Physics” allows readers to experiment with accelerating different
particles through electric and magnetic fields to build intuition behind electromagnetism
foundations such as the Lorentz force and Maxwell’s equations—the experiments backing
these simulations cannot be done without multi-million dollar machinery [216]. “Should
Prison Sentences Be Based On Crimes That Haven’t Been Committed Yet?” shows the
outcome of calculating risk assessments for recidivism where readers adjust the thresholds
for determining who gets parole [276].

The dissemination of modern machine learning techniques has been bolstered by inter-
active models and simulations. Three articles, “How to Use t-SNE Effectively [277]” and
“The Beginner’s Guide to Dimensionality Reduction [12],” and “Understanding UMA [278]”
show the effect that hyperparameters and different dimensionality reduction techniques
have on creating low-dimensional embeddings of high-dimensional data. A popular ap-
proach is to demonstrate how machine learning models work with in-browser models [279],

for example, letting readers use their own video camera as inputs to an image classifica-
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you train could be used for any digital output. To emphasize the principle
that input and output can be mixed and matched, we broke the interface

into three different blocks.

The “input” block comes first. This is where digital media enters the
system (pictured above, left). Then there’s the “learning” block (above,

Figure 8.9: In the example, “Teachable Machines,” [274] a reader uses their own live video camera
to train a machine learning image classifier in-browser without any extra computational resources.

tion model [274]. Other examples are aimed at technical readers who wish to learn about
specific concepts within deep learning. Here, interfaces allow readers to choose different
model hyperparameters, datasets, and training procedures that, once selected, visualize the
training process and model internals to inspect the effect of varying the model configura-
tion [75, 280].

Interactive articles commonly communicate a single idea or concept using multiple
representations. The same information represented in different forms can have different
impact. For example, in mathematics often a single object has both an algebraic and a
geometric representation. A clear example of this is the definition of a circle [187]. Both
are useful, inform one another, and lead to different ways of thinking. Examples of inter-
active articles that demonstrate this include various media publications’ political election
coverage that break down the same outcome in multiple ways, for example, by voter de-
mographics, geographical location, and historical perspective [281, 282, 283].

The Multimedia Principle states that people learn better from words and pictures rather
than words or pictures alone [284], as people can process information through both a visual
channel and auditory channel simultaneously. Popular video creators such as 3Blue1 Brown
[285] and Primer [286] exemplify these principles by using rich animation and simultane-
ous narration to break down complex topics. These videos additionally take advantage of
the Redundancy Principle by including complementary information in the narration and in
the graphics rather than repeating the same information in both channels [287].

While these videos are praised for their approachability and rich exposition, they are
not interactive. One radical extension from traditional video content is also incorporating
user input into the video while narration plays. A series of these interactive videos on

“Visualizing Quaternions” lets a reader listen to narration of a live animation on screen,
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Figure 8.10: In the example, “Visualizing Quaternions,” [288] a viewer can take control of an
interactive video while narration continues in the background.

but at any time the viewer can take control of the video and manipulate the animation and
graphics while simultaneously listening to the narration [288].

Utilizing multiple representations allows a reader to see different abstractions of a sin-
gle idea. Once these are familiar and known, an author can build interfaces from multiple
representations and let readers interact with them simultaneously, ultimately leading to
interactive experiences that demonstrate the power of computational communication medi-
ums. Next, we discuss such experiences where interactive articles have transformed com-
munication and learning by making live models and simulations of complex systems and

phenomena accessible.

8.2.3 Prompting Self-Reflection

Asking a student to reflect on material that they are studying and explain it back to them-
selves—a learning technique called self-explanation—is known to have a positive impact
on learning outcomes [289]. By generating explanations and refining them as new informa-
tion is obtained, it is hypothesized that a student will be more engaged with the processes
which they are studying [290]. When writing for an interactive environment, components
can be included which prompt readers to make a prediction or reflection about the material
and cause them to engage in self-explanation [291, 292].

While these prompts may take the form of text entry or other standard input widgets,
one of the most prominent examples of this technique used in practice comes from the New
York Times “You Draw It” visualizations [293, 294, 295]. In these visualizations, readers
are prompted to complete a trendline on a chart, causing them to generate an explanation
based on their current beliefs for why they think the trend may move in a certain direction.

Only after readers make their prediction are they shown the actual data. Kim et al. showed
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RESULTS

The charts below show the top 8 most common permutations for
each celebrity in our test from 337,492 reader submissions.

Zooey Deschanel Zach Galifianakis
Actress Actor

HEARIEN AnlKlleins
c (T — !
3
L
F N K|1|s
1 o] 168K ek ask | esk es
10K of
D E E|L CORRECT G|A|L N
22,5 | 22.5K c H A N Lo 1 SRTHORSE X 5K 155K N | A K I | S comecr
S 19.6K [19.6K 2.5K0F 15.5
20.0K | 20.0K
o ATIINEIEAT KIS
A 1
N 5 Nlalk|o]s

Figure 8.11: In the example, “The Gyllenhaal Experiment,” [296] readers are tasked to type the
names of celebrities with challenging spellings. After submitting a guess, a visualization shows the
reader’s entry against everyone else’s, scaled by the frequency of different spellings.

Complete the trend of CO2 emissions from burning fossil fuels. Complete the trend of CO2 emissions from burning fossil fuels.
Letting a reader first guess about data and only showing the ground truth afterwards Letting a reader first guess about data and only showing the ground truth afterwards
challenges a reader's prior beliefs and has been shown to improve their recall of challenges a reader's prior beliefs and has been shown to improve their recall of
information. information.

\
&

1980 1

Fill in the trend to see the actual data. Reset

Measured in metric tons of CO2.

Figure 8.12: In the interactive version of this figure, readers can click and drag to make your guess
of the data’s trend over time. Afterward, the real data is revealed.

that using visualizations as a prompt is an effective way to encourage readers to engage
in self explanation and improve their recall of the information [291]. Figure 8.12 shows
one these visualizations for CO2 emissions from burning fossil fuels. After clicking and
dragging to guess the trend, your guess will be compared against the actual data.

In the case of ““You Draw It,” readers were also shown the predictions that others made,
adding a social comparison element to the experience. This additional social information
was not shown to necessarily be effective for improving recall [297]. However, one might
hypothesize that this social aspect may have other benefits such as improving engagement,
due to the popularity of recent visual stories using this technique, for example in The Pud-

ding’s “Gyllenhaal Experiment” [296] and Quartz’s “How do you draw a circle?” [298].
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Figure 8.13: In the example, “How To Remember Anything Forever-ish,” [303] readers use spaced
repetition to learn about spaced repetition.

Prompting readers to remember previously presented material, for example through the
use of quizzes, can be an effective way to improve their ability to recall it in the future [299].
This result from cognitive psychology, known as the testing effect [300], can be utilized by
authors writing for an interactive medium [301]. While testing may call to mind stressful
educational experiences for many, quizzes included in web articles can be low stakes: there
is no need to record the results or grade readers. The effect is enhanced if feedback is given
to the quiz-takers, for example by providing the correct answer after the user has recorded
their response [302].

The benefits of the testing effect can be further enhanced if the testing is repeated over
a period of time [304], assuming readers are willing to participate in the process. The
idea of spaced repetition has been a popular foundation for memory building applications,
for example in the Anki flash card system. More recently, authors have experimented
with building spaced repetition directly into their web-based writing [303, 305], giving
motivated readers the opportunity to easily opt-in to a repeated testing program over the

relevant material.

8.2.4 Personalizing Reading

Content personalization—automatically modifying text and multimedia based on a reader’s
individual features or input (e.g., demographics or location)—is a technique that has been
shown to increase engagement and learning within readers [306] and support behavioral
change [307]. The Persal.og system gives developers tools to build personalized content
and presents guidelines for personalization based on user research from practicing journal-
ists [308]. Other work has shown that “personalized spatial analogies,” presenting distance

measurements in regions where readers are geographically familiar with, help people more
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By the time you're 80, models show there could be of these
very hot days. The likely range is between 102 and 146 days.

Figure 8.14: In the example, “How Much Hotter Is Your Hometown Than When You Were
Born?,” [310] a reader enters their birthplace and birth year and is shown multiple visualizations
describing the impact of climate on their hometown.

concretely understand new distance measurements within news stories [309].

Personalization alone has also been used as the center of interactive articles. Both
“How Much Hotter Is Your Hometown Than When You Were Born?” [310] and “Human
Terrain” [311] use location to drive stories relating to climate change and population densi-
ties respectively. Other examples ask for explicit reader input, such as a story that visualizes
a reader’s net worth to challenge a reader’s assumptions if they are wealthy or not (relative
to the greater population) [312], or predicting a reader’s political party affiliation [313].
Another example is the interactive scatterplot featured in “Find Out If Your Job Will Be
Automated” [314]. Here, professions are plotted to inspect their likelihood of being auto-
mated against their average annual wage. The article encourages readers to use the search
bar to type in their own profession to highlight it against the others.

An interactive medium has the potential to offer readers an experience other than static,
linear text. Non-linear stories, where a reader can choose their own path through the con-
tent, have the potential to provide a more personalized experience and focus on areas of
user interest [235]. For example, the BBC has used this technique in both online arti-
cles [315] and in a recent episode of Click [316], a technology focused news television
program. Non-linear stories present challenges for authors, as they must consider the myr-
iad possible paths through the content, and consider the different possible experiences that
the audience would have when pursuing different branches.

Another technique interactive articles often use is segmenting content into small pieces
to be read in-between or alongside other graphics. While we have already discussed cog-
nitive load theory, the Segmenting Theory, the idea that complex lessons are broken into

smaller, bit-sized parts [317], also supports personalization within interactive articles. Pro-
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Figure 8.15: In the example, “Quantum Country,” [305] the interactive textbook uses spaced repe-
tition and allows a reader to opt-in and save their progress while reading through dense material and
mathematical notion over time..

viding a reader the ability to play, pause, and scrub content allows the reader to move at
their own speed, comprehending the information at a speed that works best for them. Seg-
menting also engages a reader’s essential processing without overloading their cognitive
system [317].

Multiple studies have been conducted showing that learners perform better when infor-
mation is segmented, whether it be only within an animation [318] or within an interface
with textual descriptions [319]. One excellent example of using segmentation and anima-
tion to personalize content delivery is “A Visual Introduction to Machine Learning,” which
introduces fundamental concepts within machine learning in bite-sized pieces, while trans-
forming a single dataset into a trained machine learning model [320]. Extending this idea,
in “Quantum Country,” an interactive textbook covering quantum computing, the authors
implemented a user account system, allowing readers to save their position in the text and
consume the content at their own pace [305]. This book further utilizes the interactive

medium by utilizing spaced repetition that helps improve recall.

8.2.5 Reducing Cognitive Load

Authors must calibrate the detail at which to discuss ideas and content to their readers ex-
pertise and interest to not overload them. When topics become multifaceted and complex,
a balance must be struck between a high-level overview of a topic and its lower-level de-
tails. One interaction technique used to prevent a cognitive overload within a reader is
“details-on-demand.”

Details-on-demand has become an ubiquitous design pattern. For example, modern

operating systems offer to fetch dictionary definitions when a word is highlighted. When
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Birdsongs on demand.

Click on a circle below to call up a field recording of a birdsong.

Song Thrush
Type: song
Recording provided by david m

> 0:00/0:38 o= LD
.
..
° L)
S
- »
[ )
om L ¢
® .. ®
°
. > .
oe®
¢ . .
.
L4 °

Figure 8.16: In the interactive version of this figure, readers can click any point to listen to a
different bird’s chirp.

applied to visualization, this technique allows users to select parts of a dataset to be shown
in more detail while maintaining a broad overview. This is particularly useful when a
change of view is not required, so that users can inspect elements of interest on a point-by-
point basis in the context of the whole [321]. Below we highlight areas where details-on-
demand has been successfully applied to reduce the amount of information present within

an interface at once.

Data Visualization Details-on-demand is core to information visualization, and con-
cludes the seminal Visual Information-Seeking Mantra: “Overview first, zoom and filter,
then details-on-demand” [322]. Successful visualizations not only provide the base repre-
sentations and techniques for these three steps, but also bridge the gaps between them [323].
In practice, the solidified standard for details-on-demand in data visualization manifests as
a tooltip, typically summoned on a cursor mouseover, that presents extra information in an
overlay. Given that datasets often contain multiple attributes, tooltips can show the other
attributes that are not currently encoded visually [324], for example, the map in Figure 8.16

that shows where different types of birdsongs where recorded and what they sound like.
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What gives away a machine-generated image?

Interactivity on illustrations can help people get more context around certain objects
that may not have clear and seperable boundaries.

Select region for more
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Figure 8.17: In the interactive version of this figure, readers can choose between 1 of 4 machine-
generated images and brush over the circle callouts to display a short message about each region.

INlustration Details-on-demand is also used in illustrations, interactive textbooks, and
museum exhibits, where highlighted segments of a figure can be selected to display addi-
tional information about the particular segment. For example, in “How does the eye work?”
readers can select segments of an anatomical diagram of the human eye to learn more about
specific regions, e.g., rods and cones [325]. Another example is “Earth Primer,” an inter-
active textbook on tablets that allows readers to inspect the Earth’s interior, surface, and
biomes [326]. Each illustration contains segments the reader can tap to learn and explore in
depth. Figure 8.17 demonstrates this by pointing out specific regions in machine-generated

imagery to help people spot fake images.

Mathematical Notation Formal mathematics, a historically static medium, can benefit
from details-on-demand, for example, to elucidate a reader with intuition about a partic-
ular algebraic term, present a geometric interpretation of an equation, or to help a reader
retain high-level context while digesting technical details.®> For example, in “Why Mo-
mentum Really Works,” equation layout is done using Gestalt principles plus annotation
to help a reader easily identify specific terms [327]. In “Colorized Math Equations,” the
Fourier transform equation is presented in both mathematical notation and plain text, but
the two are linked through a mouseover that highlights which term in the equation corre-
sponds to which word in the text [328]. Another example that visualizes mathematics and
computation is the “Image Kernels” tutorial where a reader can mouseover a real image

and observe the effect and exact computation for applying a filter over the image [329].

3See this list of examples that experiment with applying new design techniques to various mathematical
notation https://github.com/fredhohman/awesome-mathematical-notation-
design.
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Enhancing mathematics design with annotation and interactivity.

Working with equations requires a sharp working memory. Optional interactivity can
help people remember specific notation and variable defintions, only when needed.

Enhancing mathematics design with annotation and interactivity.
Working with equations requires a sharp working memory. Optional interactivity can
help people remember specific notation and variable defintions, only when needed.
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Figure 8.18: In the interactive version of this figure, readers can click to reveal, or remind oneself,
what each mark of notation or variable represents in the equation.

The Universal Approximation Theorem in 3 levels of detail.

Readers come with different backgrounds. What if our content could be tailored to

. ) . . . their level of knowledge about certain topics?
The Universal Approximation Theorem in 3 levels of detail.

Readers come with different backgrounds. What if our content could be tailored to ILLUSTRATIVE PRECISE

their level of knowledge about certain topics? X o . L
From mathematical theory of artificial neural networl fe universal approximation

ILLUSTRATIVE PRECISE theorem states that a feed-forward network with a single hidden layer containing a

. . . finite number (but perhaps a large number) of neurons can approximate continuous
Neural networks can approximate any function that exists. However, we do not have a

. . functions on compact subsets of R*n, as long as the activation function is bounded
guaranteed way to obtain such a neural network for every function.

and continuous. While this says that a simple neural network can represent a wide
variety of interesting functions under appropriate parameters, it does not describe
how to algorithmically learn such parameters.

Figure 8.19: In the interactive version of this figure, readers can drag the slider to display the
theorem’s statement in increasing levels of detail.

Instead of writing down long arithmetic sums, the interface allows readers to quickly see
the summation operation’s terms and output. In Figure 8.18, one of Maxwell’s equations is
shown. Click the two buttons to reveal, or remind yourself, what each notation mark and

variable represent.

Text While not as pervasive, text documents and other longform textual mediums have
also experimented with letting readers choose a variable level of detail to read. This idea
was explored as early as the 1960s in StretchText, a hypertext feature that allows a reader
to reveal a more descriptive or exhaustive explanation of something by expanding or con-
tracting the content in place [330]. The idea has resurfaced in more recent examples, in-
cluding “On Variable Level-of-detail Documents” [331], a PhD thesis turned interactive
article [332], and the call for proposals of the PARAMETRIC PRESS [333]. One challenge
that has limited this technique’s adoption is the burden it places on authors to write multiple
versions of their content. For example, drag the slider in Figure 8.19 to read descriptions

of the Universal Approximation Theorem in increasing levels of detail. For other examples
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of details-on-demand for text, such as application in code documentation, see this small

collection of examples [334].

Previewing Content Details-on-demand can also be used as a method for previewing
content without committing to another interaction or change of view. For example, when
hovering over a hyperlink on Wikipedia, a preview card is shown that can contain an im-
age and brief description; this gives readers a quick preview of the topic without clicking
through and loading a new page [335]. This idea is also not new: work from human-
computer interaction explored fluid links [336, 337] within hypertext that present informa-
tion about a particular topic in a location that does not obscure the source material. Both
older and modern preview techniques use perceptually-based animation and simple tooltips

to ensure their interactions are natural and lightweight feeling to readers [336].

8.3 Challenges for Authoring Interactives

If interactive articles provide clear benefits over other mediums for communicating com-
plex ideas, then why aren’t they more prevalent?

Unfortunately, creating interactive articles today is difficult. Domain-specific diagrams,
the main attraction of many interactive articles, must be individually designed and imple-
mented, often from scratch. Interactions need to be intuitive and performant to achieve a
nice reading experience. Needless to say, the text must also be well-written, and, ideally,
seamlessly integrated with the graphics.

The act of creating a successful interactive article is closer to building a website than
writing a blog post, often taking significantly more time and effort than a static article, or
even an academic publication. * Most interactive articles are created using general purpose
web-development frameworks which, while expressive, can be difficult to work with for
authors who are not also web developers. Even for expert web developers, current tools
offer lower levels of abstraction than may be desired to prototype and iterate on designs.

While there are some tools that help with alleviating this problem [338, 339, 340, 341,
342], they are relatively immature and mainly help with reducing the necessary program-
ming tedium. Tools like Idyll [338] can help authors start writing quickly and even enable
rapid iteration through various designs (for example, letting an author quickly compare
between sequencing content using a “scroller” or “stepper” based layout). However, 1dyll
does not offer any design guidance, help authors think through where interactivity would

be most effectively applied, nor highlight how their content could be improved to increase

‘Asa proxy, see the number of commits on an example Distill article [70].
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its readability and memorability. For example, Idyll encodes no knowledge of the positive
impact of self-explanation, instead it requires authors to be familiar with this research and
how to operationalize it.

To design an interactive article successfully requires a diverse set of editorial, de-
sign, and programming skills. While some individuals are able to author these articles on
their own, many interactive articles are created by a collective team consisting of multiple
members with specialized skills, for example, data analysts, scripters, editors, journalists,
graphic designers, and typesetters, as outlined in [232]. The current generation of author-
ing tools do not acknowledge this collaboration. For example, to edit only the text of the
Distill article requires one to clone its source code using git, install project-specific depen-
dencies using a terminal, and be comfortable editing HTML files. All of this complexity is
incidental to task of editing text.

Publishing to the web brings its own challenges: while interactive articles are available
to anyone with a browser, they are burdened by rapidly changing web technologies that
could break interactive content after just a few years. For this reason, easy and accessible
interactive article archival is important for authors to know their work can be confidently
preserved indefinitely to support continued readership.’ Authoring interactive articles also
requires designing for a diverse set of devices, for example, ensuring bespoke content can
be adapted for desktop and mobile screen sizes with varying connection speeds, since ac-
cessing interactive content demands more bandwidth.

There are other non-technical limitations for publishing interactive articles. For exam-
ple, in non-journalism domains, there is a mis-aligned incentive structure for authoring and
publishing interactive content: why should a researcher spend time on an “extra” interactive
exposition of their work when they could instead publish more papers, a metric by which
their career depends on? While different groups of people seek to maximize their work’s
impact, legitimizing interactive artifacts requires buy-in from a collective of communities.

Making interactive articles accessible to people with disabilities is an open challenge.
The dynamic medium exacerbates this problem compared to traditional static writing, es-
pecially when articles combine multiple formats like audio, video, and text. Therefore,
ensuring interactive articles are accessible to everyone will require alternative modes of
presenting content (e.g. text-to-speech, video captioning, data physicalization, data sonifi-
cation) and careful interaction design.

It is also important to remember that not everything needs to be interactive. Authors

should consider the audience and context of their work when deciding if use of interactivity

SThis challenge has been pointed out by the community: https://twitter.com/
redblobgames/status/1168520452634865665
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would be valuable. In the worst case, interactivity may be distracting to readers or the func-
tionality may go unused, the author having wasted their time implementing it. However,
even in a domain where the potential communication improvement is incremental,® at scale

(e.g., delivering via the web), interactive articles can still have impact [343].

8.4 Ciritical Reflections

We write this article not as media theorists, but as practitioners, researchers, and tool
builders. While it has never been easier for writers to share their ideas online, current
publishing tools largely support only static authoring and do not take full advantage of the
fact that the web is a dynamic medium. We want that to change, and we are not alone. Oth-
ers from the explorable explanations community have identified design patterns that help
share complex ideas through play [344, 345, 269, 346, 263].

To explore these ideas further, two of this work’s authors created the PARAMETRIC
PRESS [13]: an annually published digital magazine that showcases the expository power
that interactive dynamic media can have when effectively combined. In late 2018, we
invited writers to respond to a call for proposals for our first issue focusing on exploring
scientific and technological phenomena that stand to shape society at large. We sought to
cover topics that would benefit from using the interactive or otherwise dynamic capabilities
of the web. Given the challenges of authoring interactive articles, we did not ask authors
to submit fully developed pieces. Instead, we accepted idea submissions, and collaborated
with the authors over the course of four months to develop the issue, offering technical,
design, and editorial assistance collectively to the authors that lacked experience in one of
these areas. For example, we helped a writer implement visualizations, a student frame
a cohesive narrative, and a scientist recap history and disseminate to the public. Multiple
views from one article are shown in Figure 8.20.

We see the PARAMETRIC PRESS as a crucial connection between the often distinct
worlds of research and practice. The project serves as a platform through which to opera-
tionalize the theories put forth by education, journalism, and human-computer interaction
researchers. Tools like Idyll which are designed in a research setting need to be validated
and tested to ensure that they are of practical use; the PARAMETRIC PRESS facilitates this
by allowing us to study its use in a real-world setting, by authors who are personally moti-
vated to complete their task of constructing a high-quality interactive article, and only have

secondary concerns and care about the tooling being used, if at all.

%In reality, multimedia studies show large effect sizes for improvement of transfer learning in many cases,
see Chapter 12 of [284].
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Figure 8.20: The Myth of the Impartial Machine was one of five articles published in PARAMET-
RIC PRESS. The article used techniques like animation, data visualizations, explanatory diagrams,
margin notes, and interactive simulations to explain how biases occur in machine learning systems.

Through the PARAMETRIC PRESS, we saw the many challenges of authoring, design-
ing, and publishing first hand, dually as researchers and practitioners.

As researchers we can treat the project as a series of case studies, where we were ob-
servers of the motivation and workflows which were used to craft the stories, from their
initial conception to their publication. Motivation to contribute to the project varied by
author. Where some authors had personal investment in an issue or dataset they wanted
to highlight and raise awareness to broadly, others were drawn towards the medium, rec-
ognizing its potential but not having the expertise or support to communicate interactively.
We also observed how research software packages like Apparatus [339], Idyll [338], and
D3 [100] fit into the production of interactive articles, and how authors must combine these
disparate tools to create an engaging experience for readers. In one article, “On Particle
Physics,” an author combined two tools in a way that allowed him to create and embed dy-
namic graphics directly into his article without writing any code beyond basic markup. One
of the creators of Apparatus had not considered this type of integration before, and upon
seeing the finished article commented, “That’s fantastic! Reading that article, I had no
idea that Apparatus was used. This is a very exciting proof-of-concept for unconventional
explorable-explanation workflows.”’

We were able to provide editorial guidance to the authors drawing on our knowledge of
empirical studies done in the multimedia learning and information visualization commu-
nities to recommend graphical structures and page layouts, helping each article’s message
be communicated most effectively. One of the most exciting outcomes of the project is
that we saw authors develop interactive communication skills like any other skill: through
continued practice, feedback, and iteration. We also observed the challenges that are inher-
ent in publishing dynamic content on the web and identified the need for improved tooling
in this area, specifically around the archiving of interactive articles. Will an article’s code
still run a year from now? Ten years from now? To address interactive content archival,

we set up a system to publish a digital archive of all of our articles at the time that they

"Thttps://twitter.com/qualmist/status/11281578406720512002s=20
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Figure 8.21: Interactive communication opportunities from both research and practice.

are first published to the site. At the top of each PARAMETRIC PRESS article is an archive
link that allows readers to download a WARC (Web ARChive) file that can “played back”
without requiring any web infrastructure. While our first iteration of the project relied on
ad-hoc solutions to these problems, we hope to show how digital works such as ours can
be published confidently knowing that they will be preserved indefinitely.

As practitioners we pushed the boundaries of the current generation of tools designed
to support the creation of interactive articles on the web. We found bugs and limitations
in Idyll, a tool which was originally designed to support the creation of one-off articles
that we used as a content management system to power an entire magazine issue. We were
forced to write patches and plugins to work around the limitations and achieve our desired
publication.® We were also forced to craft designs under a more realistic set of constraints
than academics usually deal with: when creating a visualization it is not enough to choose
the most effective visual encodings, the graphics also had to be aesthetically appealing,
adhere to a house style, have minimal impact on page load time and runtime performance,
be legible on both mobile and desktop devices, and not be overly burdensome to implement.
Any extra hour spent implementing one graphic was an hour that was not spent improving
some other part of the issue, such as the clarity of the text, or the overall site design.

There are relatively few outlets that have the skills, technology, and desire to publish
interactive articles. From its inception, one of the objectives of the PARAMETRIC PRESS is
to showcase the new forms of media and publishing that are possible with tools available
today, and inspire others to create their own dynamic writings. For example, Omar Shehata,
one of the authors of a Parametric article “Unraveling the JPEG [213],” told us he had
wanted to write this interactive article for years yet never had the opportunity, support, or

incentive to create it. His article drew wide interest and critical acclaim.

$Many of these patches have since been merged to Idyll itself. This is the power of modular open-source
tooling in action.
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Figure 8.22: Example explorable explanations made in three weeks during the Explorables Jam
covering topics from math, astronomy, computer graphics, and music.

We also wanted to take the opportunity as an independent publication to serve as a
concrete example for others to follow, to represent a set of best practices for publishing
interactive content. To that end, we made available all of the software that runs the site, in-

cluding reusable components, custom data visualizations, and the publishing engine itself.

8.5 Looking Forward

A diverse community has emerged to meet these challenges, exploring and experiment-
ing with what interactive articles could be. The Explorable Explanations community is a
“disorganized 'movement’ of artists, coders and educators who want to reunite play and
learning.” Their online hub contains 170+ interactive articles on topics ranging from art,
natural sciences, social sciences, journalism, and civics. The curious can also find tools,
tutorials, and meta-discussion around learning, play, and representations. Explorables also
hosted a mixed in-person and online Jam: a community-based sprint focused on creating
new explorable explanations.” Figure 8.22 highlights a subset of the interactive articles
created during the Jam.

Many interactive articles are self-published due to a lack of platforms that support in-
teractive publishing. Creating more outlets that allow authors to publish interactive con-
tent will help promote their development and legitimization. The few existing examples,
including newer journals such as Distill, academic workshops like VISxAI [211], open-
source publications like PARAMETRIC PRESS [13], and live programming notebooks like
Observable [340] help, but currently target a narrow group of authors, namely those who
have programming skills. Such platforms should also provide clear paths to submission,

quality and editorial standards, and authoring guidelines. For example, news outlets have

https://explorabl.es/jam/
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clear instructions for pitching written pieces, yet this is under-developed for interactive
articles. Lastly, there is little funding available to support the development of interactive
articles and the tools that support them. Researchers do not receive grants to communicate
their work, and practitioners outside of the largest news outlets are not able to afford the
time and implementation investment. Providing more funding for enabling interactive arti-
cles incentivizes their creation and can contribute to a culture where readers expect digital
communications to better utilize the dynamic medium.

We have already discussed the breadth of skills required to author an interactive article.
Can we help lower the barrier to entry? While there have been great, practical strides
in this direction [338, 339, 340, 341, 342], there is still opportunity for creating tools
to design, develop, and evaluate interactive articles in the wild. Specific features should
include supporting mobile-friendly adaptations of interactive graphics (for example [347,
348, 349]), creating content for different platforms besides just the web, and tools that
allow people to create interactive content without code.

The usefulness of interactive articles is predicated on the assumption that these inter-
active articles actually facilitate communication and learning. There is limited empirical
evaluation of the effectiveness of interactive articles. The problem is exacerbated by the
fact that large publishers are unwilling to share internal metrics, and laboratory studies
may not generalize to real world reading trends. The New York Times provided one of
the few available data points, stating that only a fraction of readers interact with non-static
content, and suggested that designers should move away from interactivity [350]. How-
ever, other research found that many readers, even those on mobile devices, are interested
in utilizing interactivity when it is a core part of the article’s message [212]. This statement
from the New York Times has solidified as a rule-of-thumb for designers, and many choose
not to utilize interactivity because of it, despite follow-up discussion that contextualizes
the original point and highlights scenarios where interactivity can be beneficial [351]. This
means designers are potentially choosing a suboptimal presentation of their story due to
this anecdote. More research is needed in order to identify the cases in which interactivity
is worth the cost of creation.

We believe in the power and untapped potential of interactive articles for sparking

reader’s desire to learn and making complex ideas accessible and understandable to all.
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CHAPTER 9
CONCLUSIONS AND FUTURE DIRECTIONS

This dissertation contributes novel interactive interfaces, scalable algorithms, and pushes
the boundary for representing, distilling, and communicating large data and complex ma-
chine learning explanations. My research advances our technical understanding of data-
driven decision making, helps people uncover what machine learning models learn, and

more importantly reinforces machine learning as a technique to empower people.

9.1 Research Contributions

TThis thesis makes research contributions to multiple fields, including interactive data vi-
sualization, machine learning, and more importantly their intersection to enable (Part I),

scale (Part I1), and communicate (Part III) machine learning interpretability.

First formulation of machine learning interpretability system design.

* Through user research with practitioners, our work represents the first operational-
ization of interpretability that defines a set of unique capabilities interactive inter-
pretability systems should support, and establishes a model for future investigations

on understanding how people use interpretability tools in practice (Chapter 3).

* Wedesign, develop, and deploy a cohesive collection of interactive systems, GAMUT
(Chapter 3), TELEGAM (Chapter 4), and SUMMIT (Chapter 6), that showcases how
our operationalization helps people understand models and their predictions across

multiple modalities, data types, and explanation mediums.

New interactive and scalable techniques for global model understanding.

* GAMUT (Chapter 3) and TELEGAM (Chapter 4) interactively combine global and
local explanations, commonly done separately, which not only give users the best of

both worlds but we show is essential to effectively enabling interpretability.

* Our INTERROGATIVE SURVEY (Chapter 5), the first comprehensive survey for vi-
sual analytics in deep learning, helps practitioners quickly learn key aspects of this
young and rapidly growing field.

* SUMMIT (Chapter 6) introduces two new aggregation algorithms to create attribution
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graphs, the first scalable graph representation for understanding neural networks,
and combines feature visualization, graph visualization, and graph mining techniques

to interactively explore neural network feature representations for millions of images.

Future models for research dissemination and interactive communication.

* SUMMIT’s (Chapter 6) live demo and article provide a model for amplifying re-
search dissemination that engages people with state-of-the-art computing research

while reducing the barrier to entry.

* The viral success of PARAMETRIC PRESS (Chapter 7) exemplifies the power of the

web as a substrate for communicating complex ideas with dynamic media.

* Our work that connects the theory and practice of INTERACTIVE ARTICLES (Chap-
ter 8) is itself authored as an interactive article, the first work of its kind that demon-

strates interactive techniques alongside its discussion inline.

Open-source systems that broadens people’s access to interpretability.

* SUMMIT (Chapter 6) and TELEGAM (Chapter 4) are both open-sourced and acces-

sible without any installation via interactive web demos.

* PARAMETRIC PRESS (Chapter 7) and our INTERACTIVE ARTICLES (Chapter 8) are
also open-sourced, including every article, visualization component, and the pub-

lishing engine itself to allow authors to reuse templates for interactive articles.

9.2 Impact

Beyond the visualization and machine learning research communities, this thesis work has

made significant broader impact to industry and society:

* GAMUT (Chapter 3) has been deployed at Microsoft, was demoed for executive lead-
ership at their internal TechFest, and has been incorporated into their open-source
interpretability toolkit InterpretML (2,900+ stars on Github).

* PARAMETRIC PRESS (Chapter 7) and our other interactive articles went viral, have
been read by 250,000+ people, helped students learn about machine learning con-
cepts, and have gathered acclaim for their mission and execution (e.g., multiple
Hacker News front page appearances, featured on Stack Overflow Blog, FastCom-

pany review).

* The designed and developed interactive interfaces for interpretability, with a focus on
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SUMMIT (Chapter 6) have been invested in and recognized by a NASA Space Tech-
nology Research PhD Fellowship at the Jet Propulsion Lab, as well as a Microsoft
Al for Earth Award.

9.3 Future Directions

While this thesis work makes a number of important contributions and has had impact
in industry and society, it also unlocks multiple important future research directions and

practical applications for applying interactive interfaces for interpretability.

9.3.1 Multi-model Interpretability Interfaces

This work focuses on contributing methods and interfaces for helping people interpret a
single machine learning model. These scenarios provide a simplistic environment where a
user can have control and governance over both the inputs and outputs of a model. How-
ever, in practice large machine learning systems are often composed of multiple models. An
analogy for these systems may represent a model chain, or perhaps a model soup, where the
outputs of one model become the inputs of another downstream. Here, a user or developer
of one model likely does not have full control over the other models included in the overall
system, which presents a unique design constraint for interpreting multi-model systems.
Another challenge with multi-model systems is the effect of updating a single model, such
as retraining and updating weights, has over performance of the overall system. Future in-
teractive interfaces and tools for multi-model interpretability remains an open problem but
will only become increasingly important as machine learning applications grow in scope,

tackling problems that require multiple models and data dependencies.

Visual and Computational Scalability for Interpretability Systems

Multi-model systems also introduce scalability challenges for interpretability interfaces and
their visual encodings. Visual scalability challenges arise when dealing with large data,
e.g., large number of hyperparameters and millions of parameters in deep neural networks.
Some research has started to address this, by simplifying complex dataflow graphs and
network weights for better model explanations [74, 73, 143]. However, when considering
activations and embeddings, a popular technique to visualizing machine learning data, di-
mensionality reduction techniques have bounded utility when datasets contain too many
points to discern in 2D [162]. Another example can be seen in GAMUT’s current design,

where the shape function charts scale well with the number of data points, but not with the
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number of features; the waterfall charts become harder to read as the number of features
grows. This is an important research direction, especially given that the information visual-
ization community has developed techniques to visualize large, high-dimensional data that
could potentially be applicable to interpreting multiple models simultaneously [352].

Aside from visual scalability, some tools also suffer from system scalability. While
some of these problems may require more engineering effort than research, for visual an-
alytics systems to adopted in practice, they must handle state-of-the-art models without
penalizing user-performance. Furthermore, these systems, which are often web-based,
will greatly benefit from optimized computations to support real-time, rich user interac-
tions [146].

9.3.2 Understanding Adversarial Attacks

Regardless of the benefits machine learning systems are bringing to society, it is remiss
to immediately trust them; like most technologies, machine learning has security faults.
Identified and studied in a handful of seminal works, it has been shown that deep learning
models such as image classifiers can be easily fooled by perturbing an input image [353,
4, 354]. Most alarming, some perturbations are so subtle that they are untraceable by the
human eye, yet can completely fool a model into misclassification [4]. This has sparked
great interest and focus in the machine learning communities where researchers are trying
to understand model fragility by identifying in what ways models can break and construct-
ing methods to protect them. Norton et al. [173] demonstrate these adversarial attacks
in an interactive tool where users can tweak the type of attack and its intensity and ob-
serve the resulting (mis)classification on small image-based models. While other work has
proposed computational techniques to protect models from attacks, such as identifying ad-
versarial examples before classification [355], modifying the network architecture [356],
modifying the training process [357, 4], and performing pre-processing steps before clas-
sification [196, 358], interpretability tools could further help detect and explain how an

attack works and ultimately suggest defenses for protecting machine learning systems.

9.3.3 Making Interpretability Common Practice

Knowing how to represent and communicate machine learning explanations requires a deep
understanding of the target users. Since the design and development of interpretability tools

is still in its infancy, little work exists on evaluating such tools in practice.
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Evaluating Interpretability

Through our survey of visual analytics tools for machine learning, we observed many tools
contain multiple-coordinated views with multiple visual representations. Displaying this
much information at once can be overwhelming, and when interpretability is the primary
focus, it is critical for these systems to have superior usability. While existing literature
on machine learning visualization tools emphasize the importance of the “user” [74, 39,
143, 73, 152, 35], most research only reports on design studies conducted with machine
learning experts to understand the users and their needs before building a tool instead of
evaluating the success of the tool after development. Instead, it is common to see example
use cases or illustrative usage scenarios that demonstrate the capabilities of the interac-
tive systems. This trend is because while visualization evaluation is already challenging,
evaluating interactive visualization systems for improving interpretability requires precise
definitions and measures for interpretability, an open problem discussed earlier. Therefore,
investigating better evaluations of interpretability tools in practice is an open and important
area of future research.

While work has identified potential strategies for evaluating explanations [19], one
practical approach could be to conduct longitudinal evaluations of the impact of deployed
interpretability tools in practice. Interpretability tools, such as ones presented in this work
like GAMUT, TELEGAM, and SUMMIT, could be deployed to a machine learning develop-
ment team and then observed how the team uses these tools over long periods of time,
through interaction logs or contextual inquiry. These studies could also lead to other
insights such as informing algorithmic model design, prompting data collection for ill-

represented data subsets, and discovering latent properties of large models.

Understanding How People Use Interpretability Systems

Beyond usability studies, evaluating interpretability tools could provide a better under-
standing for how people interpret and read explanations. For example, during our GAMUT
evaluation, the six datasets used could be considered small by modern machine learning
standards. Preliminary work has shown that as scale increases, interpretability and sat-
isfaction decreases [56]. Therefore, it would be useful to see similar studies to ours use
larger datasets to see how interpretability is affected by both the number of data points and
the number of features. Our studies in GAMUT also revealed that practitioners are eager
to trust explanations, neglecting their typical healthy skepticism about their data and mod-
els. Interpretability in practice must instill confidence in a user while they are taking their

next action, but not mislead. Future studies that integrate interpretability tools on deployed
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models to understand how practitioners incorporate interpretability into their workflow will
help make interpretability common practice.

Lastly, in the machine learning communities, most works do not include human-subject
experiments to evaluate new explanations. For those that do, they greatly benefit from
showing why their proposed methods are superior to the ones being tested against [138,
359, 174, 18]. Taking this idea to the quantifiable extreme, a related avenue of evaluating
these techniques is the notion of quantifying interpretability, but requires more materials
than standard supervised learning approaches [137, 360]. Other domains have recognized
that interpretable deep learning research may require evaluation techniques for their ex-
planations, and argue that there is a large body of work from fields such as philosophy,
cognitive science, and social psychology that could be utilized [21, 361]. Evaluating in-
terpretability tools is challenging for a number of different reasons, but understanding how
people use them can better inform their design, increase their effectiveness, and ultimately

help people produce better models.

9.3.4 Responsible Data-driven Decision Making

The democratization of artificial intelligence has led to major breakthroughs in multiple
domains, but has also amplified the need for ensuring that data-driven applications remain
ethical, fair, safe, transparent, and ultimately benefit society [125]. An important consid-
eration for future research is detecting and mitigating data and model bias. This has been
identified as a major problem in deep learning [362, 2], where a number of works are using

visualization to understand why a model may be biased [210].

Detecting and Mitigating Machine Bias

One example that aims to detect data bias is Google’s Facets tool [363], a visual analytics
system designed specifically to preview and visualize machine learning datasets before
training. This allows one to inspect large datasets by exploring the different classes or
data instances, to see if there are any high-level imbalances in the class or data distribution.
Other works have begun to explore if the mathematical algorithms themselves can be biased
towards particular decisions. An example of this is an interactive article titled “Attacking
discrimination with smarter machine learning” [210], which explores how one can can
create both fair and unfair threshold classifiers in an example task such as loan granting
scenarios where a bank may grant or deny a loan based on a single, automatically computed
number such as a credit score. The article aims to highlight that equal opportunity [364] is

not preserved by machine learning algorithms, and that as Al-powered systems continue to
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make important decisions across core social domains, it is critical to ensure decisions are

not discriminatory.

Detecting and Mitigating Human Bias

Finally, aside from data and model bias, we know that humans are inherently biased de-
cision makers. There is a growing area of research into detecting and understanding bias
in visual analytics and its affect on the decision making process [365]. Some work has
developed metrics to detect types of bias to present to a user during data analysis [365]
which could also be applied to visual tools for deep learning in the future. Some work
has employed developmental and cognitive psychology analysis techniques to understand
how humans learn, focusing on uncovering how human bias is developed and influences
learning, to ultimately influence artificial neural network design [361].

It’s important to remember that at every stage of the machine learning development
process biases can be introduced through data, models, or people. Interpretability tools
should be designed with these inevitable pitfalls in mind as they play an important role in

evaluating models and discovering various sources of biases.

9.4 Conclusion

I believe that data-driven technology should empower people, augmenting human intelli-
gence and decision-making. My continued mission is to create close collaborations be-
tween diverse disciplines to both advance our understanding of human-machine collabo-
ration and create practical tools so that people can confidently interact with, responsibly
apply, and trust machine learning. This dissertation is an initial step towards this mission,
and addresses the fundamental and practical challenges for understanding what machine

learning interpretability is and enabling it at scale for everyone.
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