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Motivation Contribution

. Lack of diversity in data collection causes Designing data is an iterative approach to data collection. It includes (1) Pre-
failures when deploying ML Collection Planning, (2) Collection Monitoring, & (3) Data Familiarity (an
application of density estimation). Each intervention complements the others,

. Post-collection interventions are time and , | , , ,
‘esource intensive ensuring the final dataset provides as comprehensive coverage as possible.
. Focusing only on one aspect of an ML I - VALt oL
pipeline is not enough A iterate / collect data :
. New methods integrating collection, iteration, v v '
& model development to uncover “unknown :
" . . ' Data
unknowns” are necessary to minimize harm Pre-Collection , [ N e .
e - - Monit - Familiarity (DE)
ar*d maximize d|VerS|ty Plannlng Collect onitoring Train y Deploy

Designing Data

1. Pre-Collection p|anning I - e By understanding how a model perceives
data, we can focus data collection efforts on

Building representative datasets Is an ) - the most useful subsets, reweighting or
arduous, historically difficult undertaking that lacina dat dinal
. . g dt e e LR W gee | meeg replacing data accordingly.
relies on the efficacy of human-specified T | -
data requirements. We use density estimation (DE) to uncover
samples that are unfamiliar to the model—

With reflexive planning & by documenting e e B those that either are not represented

expected distributions, collectors ensure e e appropriately, are challenging to learn, or were

these specifications are as comprehensive erroneously collected.

as possible before collecting. - m Here, we learn a Gaussian Mixture model
e (GMM) on a network’s layer activations:

(1) befare continuina to (21. (3). and (4)
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The dashboard is split into four parts: (1) Describing data expectations, (2) Starting
al like right now, and (4) How familiar your data is to your model. Make sure to complete .

List the dimensions and distributions you expect in your dataset
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% e oo i itk e iy bt e st Despite best efforts, data collected

ST S oo 1 S o e S8 et 1 e o might not match expectations.

Y Where X is the matrix of layer activations,

T B By comparing expected distributions  w,, i = 1,....M are the mixture weights, and

== wm ) - to collected data, we capture a g(x|up %), i = 1,...M are the densities.

e — - — v e Make targeted adjustments. he resulting log-likelihood values are the

g o familiarity scores.

— o, T R B T 3. F.am“larlty, , | These are used to debug a dataset early in

o e Despite increased rigor in collection,  qata collection. Later, it informs data iteration,

) expected and actual data | improving diversity and coverage. While DE
distributions may not match learning  for OOD detection is well studied. our use of

needs of a model. DE to direct data work is unique.

Results

Does auditing to increase data diversity Is data familiarity useful for
Improve model generalizability? auditing ML models and datasets?

Diverse Data Intersectional @ Post-Familiarity Intervention Intersectional
Group Accuracy Change in Accuracy
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